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Preface 

This volume of the Lecture Notes in Computer Science series publishes the set of 
papers accepted for the ICQT 2006 workshop, i.e., the 5th International Workshop on 
Internet Charging and QoS Technology (ICQT), which was collocated with ACM 
SIGMETRICS. These events took place in St. Malo, France and were hosted by the 
IUT (Institut Universitaire Technologique) of St. Malo.  

QoS-guaranteed services enable a huge variety of prosperous business models, and 
the need for viable models and pricing schemes is urgent. The resulting combination 
of technical and economic perspectives drives many relevant research topics for 
application developers, business architects, network providers, service providers, and 
customers. Especially the identification of novel service charging solutions, the 
investigation and evaluation of their technical feasibility, and the consolidation of 
technical and economic mechanisms for enabling a fast, guaranteed, and efficient 
charging of services is of fundamental importance for the future evolution of the 
Internet, and as such the central focus of the international ICQT workshop series.  

This year’s ICQT constituted the 5th vivid workshop on Internet economics and 
charging technology, which initially took place in 2001 in Vienna, Austria within the 
framework of the Annual Meeting of the German Society for Computer Science (GI) 
and the Austrian Computer Society, and which was collocated in 2002 with the QofIS 
2002 workshop in Zürich, Switzerland, in 2003 with the NGC 2003 workshop in 
Munich, Germany, and in 2004 again with QofIS 2004 in Barcelona, Spain.  

Under the specific motto of this collocated workshop “Performability Has Its 
Price”, ICQT brings together researchers from the areas of technology and economics 
in both industry and academia to discuss key advancements and to support further 
progress in these fields. The combination of economic models, auctions, peer-topeer, 
and secure charging addresses a highly interesting facet of networking research and 
business modelling. While charging for Internet services inter-relates existing net-
working techniques with economic models, business models drive the need of 
networking technology to deal with external factors and enrich viable technology with 
mandatory functionality. Thus, ICQT targets at the identification of those two area 
overlaps and the range of session topics exactly reflects this situation.  

In general, ICQT 2006 provided, as did all of its predecessors, a single-track and 
one-day program, in order to stimulate interaction and active participation. In 
summary, the technical sessions of the ICQT workshop contained eight full papers, 
which were selected after a thorough reviewing process out of a total number of 27 
submissions. For the fifth time showing a truly international scope, the final program 
included four European and four Asian-Pacific full papers – counted on the first 
author’s affiliation – as well as the keynote from Europe.  



 Preface VI 

ICQT’s technical and research success is due to the technical program committee, 
whose members devoted their excellent knowledge as well as many hours of their 
time to provide the basis of a highly qualified technical program. Furthermore, we 
would like to express our thanks to the ICQT 2006 web master and the submission 
system handler, who performed an excellent job. The Fondation Métivier is kindly 
acknowledged for sponsoring the best student paper award.  

Thanks go also to the ACM Sigmetrics/IFIP Performance organizers for allowing 
us to collocate ICQT with their renowned event. Special thanks go to the local 
organization handled in an exceptional way by Edith Blin, Elisabeth Lebret, Louis-
Marie Le Ny, and Raymond Marie.  

Finally, we would like to address our thanks to the Springer Editorial team, for 
their smooth cooperation on finalizing these proceedings. Last but not least, thanks go 
to IRISA for hosting the ICQT 2006 workshop in this fascinating environment.  

April 2006 Burkhard Stiller 
 Peter Reichl 

 Bruno Tuffin 
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Cooperation and QoS in Fast Packet Networks: 
The View from the Edge 

Peter Key  

Microsoft Research, Cambridge, U.K  
Peter.Key@microsoft.com 

1   ICQT’06 Keynote — Extended Abstract  

The fundamental architecture of the current generation Internet has changed little over the past 
two decades. This is a problem when services need to be introduced that require something 
more than basic point-to-point connectivity, such as needing some form of QOS or multicast 
capability. Multiple ownership of the Internet is both a strength and a weakness — what 
incentives do ISPs have to evolve their architec-tures? At the same time, processing power 
and intelligence is increasing at the edge of the network, which can be harnessed to create new 
services. For example, adaptive network-aware applications can react to changing network 
conditions, while P2P overlay networks can bypass many of the underlay’s inherent 
restrictions.  

We give an example of a form of differential QoS using edge-based or end-sys-tem 
control, showing how it possible to construct a “lower than best effort” service, suitable 
for background transfers. We then discuss how to generalise this to give cer-tain minimal 
guarantees.  

For multicast we describe a P2P filecasting solution that uses network coding and a 
simple form of cooperation. It is possible to view this scheme as a form of multi-path 
routing. In general, giving the edge-systems some degree of control over routing has 
potential performance benefits. For unicast applications, by combining conges-tion control 
with a flexible routing scheme, it is possible to halve response times and double the load 
the network can carry compared with existing approaches. If imple-mented at the WAN 
level, this may also change the incentive structure for ISPs.  

Finally we discuss issues of incentives and cooperation, and comment on how far it is 
possible to progress within the current pricing framework and with edge-based solutions 
withoutrequiring fundamental changes to the core of the network. 

 



How Many Parallel TCP Sessions to Open:
A Pricing Perspective

Bruno Tuffin1 and Patrick Maillé2

1 IRISA-INRIA, Campus universitaire de Beaulieu
35042 Rennes Cedex, France

btuffin@irisa.fr
http://www.irisa.fr/armor/lesmembres/Tuffin/Tuffin en.htm

2 GET/ENST Bretagne, 2 rue de la Châtaigneraie CS 17607
35576 Cesson Sévigné Cedex, France
patrick.maille@enst-bretagne.fr

Abstract. TCP is one of the main transmission protocols used in the
Internet. It has also been recently observed that opening parallel TCP
sessions might be of interest for a user in order to increase his overall
average throughput. We suggest in this paper to charge users per TCP
session, and we investigate the resulting game in a homogeneous con-
text: how many sessions should each user open? Given the discrete (and
even finite) space of strategies, we propose to implement a probabilis-
tic adaptation algorithm, analyze its theoretical properties and provide
numerical illustrations.

1 Introduction

Nowadays, the Internet has become a common tool in daily life. Several protocols
may be used to transit data, one of the most prominent being the Transmission
Control Protocol (TCP), in its early version [1] or in one of its numerous more
efficient versions (slow start, Reno, Vegas...). Basically, a TCP session can be
modelled by an Additive-Increase Multiplicative-Decrease (AIMD) process [2],
where the rate at which packets are sent increases linearly in time, but suffers
a multiplicative decrease as soon as a loss is detected. Then the rate increases
linearly again until the next loss, and so on.

Recently, there has been a surge of interest in opening several TCP sessions
in order to increase a user’s overall throughput for bulk data transfers and
by then decreasing transfer time. This concept is used by applications such as
GridFTP (dev.globus.org/wiki/GridFTP), or the MultTCP proposed by Oech-
lin and Crowcroft [3]. The question is thus, how many TCP sockets to open
simultaneously? Increasing this number increases the overall throughput, but
the gain can be topped by some ”technological cost” or, as we will introduce,
some financial cost. This induces a game between selfish users, where each user
looks at the optimal number of sessions he should open, this number of sessions
influencing the overall throughput of other users. The natural framework of anal-
ysis is thus the one of non-cooperative game theory (see for instance [4] for an
introduction).

B. Stiller, P. Reichl, and B. Tuffin (Eds.): ICQT 2006, LNCS 4033, pp. 2–12, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In this paper, we assume that each user has to pay a fixed price per open ses-
sion. Of course, a charge based on the connection duration has to be considered
too, but since we consider here the system in steady-state, it can be discarded
in the present analysis, and is therefore out of the scope of this paper. Our goal
is to analyse the game depending of the pre-specified price (and cost). We want
to study the convergence to a so-called Nash equilibrium, that is a point where
no user has an interest in unilaterally changing his strategy for the number of
open parallel sessions. Though, the number of choices (the number of sessions to
open) is discrete, which makes the analysis a little more difficult than in a contin-
uous context. We consider here the use of a discrete learning algorithm to solve
the problem in a distributed manner [5, 6]. This algorithm adjusts the number
of sessions over time using some feedback on the user’s average throughput. It
presents the advantages of (i) operating in a probability space to search the best
number of sessions, so that it is not stuck into a local optimum (ii) being able to
discover mixed strategies (iii) handling deterministic and stochastic situations
(iv) being computationally simple and efficient.

In a second step, we discuss the prices that the network manager (the Internet
Service Provider (ISP)) should settle in order to maximize social welfare. The
corresponding coordination ratio, representing the loss of social welfare due to
non-cooperation with respect to a centralized optimum, is also considered.

Related Work. Non-cooperative game theory has received a lot of attention in
the Internet community within the last decade. It has for instance been used to
model the selfish behavior of TCP users (see, among others, [7, 8]), each player
of the game representing generally a single TCP session, playing with the AIMD
parameters. Notice that, in parallel to our work, other authors have also just
paid attention the game on the number of TCP connections [9]. Though, their
work uses another throughput formula (applied mainly with symetric users too),
with strong assumptions on the goodput at the bottleneck that we do not have
to impose here. Furthermore, it does not have a pricing perspective and is mainly
devoted to a continuous game and thus does not have to use a learning algorithm
as we do.

Pricing has also been recently regarded as a natural way to control congestion
in the Internet and to incentivize users to fairly use the resource [10, 11], but few
of them have been especially devoted to the relation with TCP (see for example
[12]). Again, none of them were dealing with parallel TCP sessions.

Finally, the learning algorithm that we use has successfully been applied in
wireless packet networks for prediction and tracking [13, 14], as well as for power
control in CDMA networks [15].

Outline. The paper is organized as follows. In Section 2 we introduce the basic
model leading in [16] to the key formula for the average throughput in the case
of homogeneous sessions. In the same section, we then introduce the game on the
number of sessions that each selfish user should open, and present the pricing
scheme. Section 3 is devoted to the theoretical analysis of the game. Section 4
illustrates the convergence of the algorithm for different values of parameters.
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It also aims at finding out optimal prices when maximizing network revenue or
social welfare. Finally we conclude and present some perspectives of research in
Section 5.

2 Model

2.1 TCP Model

The basic model comes from [2, 16, 17]. It represents elastic users competing for
bandwidth at a link of capacity C, and controlling their send rates via a additive-
increase, multiplicative-decrease (AIMD) process. Those processes are often used
to model the behavior of TCP sessions. We consider here a homogeneous pop-
ulation of AIMD users, meaning that all users have identical additive increase
parameter η and multiplicative decrease parameter β. When dealing with TCP
sessions, η is proportional to the inverse of the square of the round-trip time
(RTT ) [17], so that we assume here that they all have the same RTT .

Assume that there are N such sessions in competition. Let Xi(t) be the send-
ing rate of session i (1 ≤ i ≤ N) at time t. All sessions increase their sending
rate according to the additive-increase parameter η until capacity C is reached.
This corresponds to a congestion epoch if we assume that no buffering is used
in the model. Then exactly one session is selected to immediately decrease its
sending rate according to the multiplicative-decrease parameter β. Let Tn be the
time of the n-th congestion epoch, and let Xi,n be the send rate of user i just
after time Tn.

The dynamics of the model is then formalized as follows. Let Zi,n be equal
to 1 if the user i undergoes multiplicative decrease at time Tn, and Zi,n = 0
otherwise. We have

Xi(t) = (1 − (1 − β)Zi,n)Xi,n + η(t − Tn), Tn ≤ t < Tn+1,

and the send rate at congestion times obeys the recurrence, for i = 1, 2, . . . , N ,

Xi,n+1 = (1 − (1 − β)Zi,n)Xi,n + ηSn

with Sn = Tn+1 − Tn obtained from
∑N

i=1 Xi,n+1 = C.
It has been shown in [16] that the average aggregated throughput in steady-

state is

x̄(N) = C

(
1 − 1

1 + N 1+β
1−β

)
. (1)

Remarkably, this formula is shown to be true in [16] whatever the drop policy
used (the choice of the session selected to decrease its rate at each congestion
epochs). Several specific policies are also investigated in more details: the propor-
tional one, where the decreased session is chosen with a probability proportional
to its sending rate at the congestion epoch; the fixed one, where each one is
selected with a fixed (state-independent) probability; or the largest one, where
the session with the largest sending rate at a congestion epoch is selected.
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One of the conclusions of formula (1) was that opening too many sessions
is not worthwhile, because of the management overhead it introduces, given
that for N large, the throughput increase is very small when adding a session.
The goal of our paper is to investigate this point in more details in the case of
users in competition, and assuming that users. Assume that we have I people in
competition for the capacity C, and that user i opens Ni sessions. Then, from
(1), the total number of sessions is N =

∑I
i=1 Ni and, in the homogeneous case,

the total throughput of user i is

xi = C
Ni

N

(
1 − 1

1 + N 1+β
1−β

)

(with our previous notations).

2.2 Pricing Scheme and Game-Theoretic Formulation

The question asked in the paper is: what is the best strategy for user i? In
other words, how many sessions should user i open? The analysis requires the
framework of non-cooperative game theory assuming that he reacts selfishly,
since user i’s throughput depends on the total number of sessions of other users.

We additionally assume that the network operator wishes to control this num-
ber of sessions by incorporating a charge depending on the number of open ses-
sions in order to prevent a too large number. Users’ choices are then driven by
their utility functions, representing a measure of the happiness or satisfaction
gained from the service Ui = f(xi) − d(Ni) where

– f is the valuation function representing the gain that user i gets from a
throughput xi. We can for instance assume that f(xi) = log(1 + xi) [18].

– d is the charge for opening Ni sessions. It seems here also reasonable to
consider it linear in Ni, d(Ni) = αNi. To this charge could be added a
(perceived) technological cost of operating several sessions at the same time,
in terms of management to “reorder” all data. We neglect it here, but it
could easily be incorporated for instance by adding a fixed value α′ to α.

User i’s utility function is thus considered to be:

Ui(N1, . . . , NI) = log

[
1 + C

Ni

N

(
1 − 1

1 + N 1+β
1−β

)]
− αNi. (2)

The space of strategies Si of each user i is then the number of sessions he
can open. We assume here that, for some technological reason, this number is
upper-bounded by Nmax. We thus have Si = {0, . . . , Nmax} ∀1 ≤ i ≤ I. this
discrete number of choices complicates the pure theoretical analysis of the game.
A learning alogorithm is therefore used in next subsection.

2.3 A Learning Algorithm to Approach Nash Equilibrium

To solve this problem, we propose to use a decentralized discrete stochastic
learning algorithm similarly to what was done in [15] for a power allocation game
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in CDMA networks. The goal of each user/player is to maximize his utility. The
game is played repeatedly and the optimal strategy is learned.

Player i’s strategy is defined by a probability vector pi = (pi0, . . . , piNmax)
with pij the probability that user i chooses to open j sessions.

Let

gi(p1, . . . , pI) =
∑

N1,...,NI

Ui(N1, . . . , NI)
I∏

j=1

pjNj

be the expected utility for player i given strategy probability vectors. We will
say that a I-tuple of strategies (p∗1, . . . , p

∗
I) is a Nash equilibrium if ∀1 ≤ i ≤ I

and for all probability vector p defined over {0, . . . , Nmax},

gi(p∗1, . . . , p
∗
i , . . . , p

∗
I) ≥ gi(p∗1, . . . , p, . . . , p∗I).

Similarly to [15], we assume that the following discrete learning algorithm is
used by each player:

1. Set the initial probability vector pi(0) for each user i. In this paper we will
(arbitrarily) choose uniform initial distributions over {0, . . . , Nmax}.

2. At each time step k, the number Ni,k of sessions open by user i is chosen
according to probability vector pi(k).

3. User i then monitors his throughput xi and computes his utility function
Ui,k at time step k.

4. User i updates his probability vector according to the rule

p
(k+1)
ij =

{
pij(k) − bui,kpij(k) if j �= Ni,k

pij(k) + bui,k

∑
� �=Ni,k

pi�(k) otherwise.

In words, this step consists in adjusting the probability of choosing one’s
strategy in the next step, considering the utility brought by the current
strategy: if that utility is high then the probability of the current strategy
is increased, otherwise it is lowered.

5. If the algorithm has not converged goto step 2., otherwise stop.

In the algorithm, parameter b is the step size of the updating rule, and ui,k

is a normalized utility

ui,k =
Ui,k − Ai,t

Bi,t − Ai,t

with Ai,t = mink≤t Ui(k) and Bi,t = maxi,t Ui(k).
Note that no knowledge of the number of players I is required, nor any specific

knowledge of other users’ strategies.

2.4 Social Welfare Issues

We furthermore assume that it is computationally costly for the network to
support too many simultaneous TCP sessions. This can be taken into account
by introducing a (converted to monetary) network cost per open session, that
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we denote γ. Remark that this cost is not perceived by the users, who are only
sensitive to their throughput and to the price they pay. The overall social welfare
SW when each user i chooses to open Ni sessions is therefore expressed by1

SW =
∑

i

fi

(
1 + C

Ni

N

(
1 − 1

1 + N 1+β
1−β

))
− γN, (3)

with N =
∑

i Ni. All the simulations presented in this paper were run with
C = 1, β = 1/2, Nmax = 5 and γ = 0.05.

3 Game Analysis

The game studied in this paper is quite complex, and difficult to study analyti-
cally. In this section, we therefore summarize the general results and properties
concerning this type of game, and state what could be expected from the use of
the algorithm described in the previous section.

3.1 Game Without Pricing (α = 0)

When no pricing is introduced, the game becomes easy to solve, since each
user has a dominant strategy which consists in opening the maximum number
Nmax of TCP sessions (indeed, from (1), the larger the number of sessions user
i opens, the larger his throughput is, whatever the number of other sessions).
Such a Nash equilibrium may not be efficient in terms of social welfare, since
the computational cost incurred to the network will be maximal. This motivates
the use of pricing as a tool to incentivize users to reduce their number of open
connexions.

3.2 General Game: Existence of an Equilibrium

When the number of sessions each user can open is upper-bounded by a finite
value Nmax, the game that is played between users is a finite game [19]. It is a
classical result in game theory that there always exists at least a Nash equilibrium
in mixed strategies for such a game. Nevertheless, for general utility functions,
no results of unicity can be given.

3.3 Nash Equilibrium of the Continuous Game

When the strategy set of each user is continuous (which would mean here that
a user could open a non-integer number of sessions), the concavity of utility
functions can be used to prove the existence and unicity of the Nash equilibrium
[20]. This is the case with the utility functions given in (2). Therefore, for any
price per session α, there exists a unique Nash equilibrium. Since all users are
1 Social welfare is defined as the sum of the utilities of all agents (users+network).

Here the prices paid by users do not appear, since they are paid to the network and
would appear in his utility.
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identical, for that equilibrium each user would open the same number N∗ of
sessions, with N∗ satisfying

N∗ = argmax
x∈[0,Nmax]

{
fi

(
C

x

x + (I − 1)N∗

(
1 − 1

1 + (x + (I − 1)N∗)1+β
1−β

))
− αx

}
.

(4)

3.4 Expected Outcome of the Learning Algorithm

From Theorem 1 in [15], we know that the algorithm can converge only to a
point that is a Nash equilibrium of the game. The convergence of the algorithm
is proved in [15] when the game has a unique pure Nash equilibrium, which
is not the case here, as we will see in the following. In [6] (theorem 3.3), the
convergence is established under some assumptions on the utility functions that
we were not able to verify.

We ran the algorithm several times for identical initial conditions, and it
turned out that, though the probability vectors pi seem to converge (and actually
to converge to pure strategies), the attained distributions may differ, illustrating
the fact that there may be several Nash equilibria for the game. Two examples of
those distributions with 3 players are displayed in Table 1. Those distributions
correspond to pure strategies (Dirac distributions on a single point), leading to
different Nash equilibria.

An interesting remark (from the left-hand side of Table 1) is that two iden-
tical players may have different optimal strategies at equilibrium, depending on
others’ choices (due to the discrete nature of the game).

Table 1. Two different outcomes (strategy probability vectors pi,· after 10000 rounds)
of the same algorithm with the same initial conditions (b = 0.03, α = 0.1)

# sessions Player 1 Player 2 Player 3
0 0 0 0
1 1 0 1
2 0 1 0
3 0 0 0
4 0 0 0
5 0 0 0

# sessions Player 1 Player 2 Player 3
0 0 0 0
1 0 0 0
2 1 1 1
3 0 0 0
4 0 0 0
5 0 0 0

4 Numerical Results

This section aims at illustrating the behavior of the learning algorithm, and at
highlighting the interest of pricing in the considered context.

Figure 1 shows a trajectory of the number of sessions chosen by three players
in competition up to k = 300, with α = 0.1 and b = 0.1. The curve suggests the
convergence to a Dirac distribution for each player, which corresponds to what
was observed in Table 1. Again, identical users may have different equilibrium
values due to the discrete nature of the game.
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Fig. 1. Number of sessions used by three players in competition: convergence phase
(b = 0.1, α = 0.1)

Table 2 shows how the number I of players affects the equilibrium probability.
We have chosen to show the mean distribution (all Dirac, but at different values)
over all players. As expected, the number of open sessions tends to decrease as
I increases, since the marginal throughput gain of opening an additional session
is smaller, whereas the marginal cost remains fixed to α = 0.1.

Table 3 illustrates the modifications on the aggregated strategy distributions
for different values of price α. As expected, we observe a decrease in the number
of sessions when the price increases. The impact on the revenue is shown in the
last line of Table 3. Due to the discontinuity of the equilibrium strategies in
the per session price α (those strategies are Diracs as previously observed), the
revenue is not a concave function of the per session price, and therefore it is not
obvious to a network manager to discover the price that will yield the largest
revenue.

The introduction of prices aims at incentivizing users to better use the net-
work. In other terms, we expect pricing to help reduce the coordination ratio,

Table 2. Equilibrium probabilities for various numbers of players, with α = 0.1

Number of TCP sessions I = 2 I = 4 I = 6 I = 8 I = 10
0 0 0 0 0.125 0.2
1 0 0.5 0.833 0.875 0.8
2 1 0.5 0.167 0 0
3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 0
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Table 3. Equilibrium probabilities (aggregated distribution) for various prices α

Number of TCP sessions α = 0 α = 0.05 α = 0.1 α = 0.2 α = 0.3
0 0 0 0 0.333 0.333
1 0 0 0.333 0.333 0.667
2 0 0 0.667 0.333 0
3 0 0.333 0 0 0
4 0 0.667 0 0 0
5 1 0 0 0 0

Corresponding revenue 0 0.55 0.5 0.6 0.6
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Fig. 2. Coordination ratio for different values of the charge per session (3 players,
b = 0.05)

defined as the ratio of the maximum attainable social welfare and the actually
reached social welfare (at a Nash equilibrium).

Remark: several Nash equilibria are likely to exist in the discrete game we are
studying. The coordination ratio gives the loss of efficiency with respect to a
centralised decision corresponding to the equilibrium attained by the algorithm.
Depending on the algorithm progress, different equilibria can be reached as high-
lighted in Table 1, giving different values of the coordination ratio. For that
reason, Koutsoupias and Papadimitriou [21] suggested to take the Nash equi-
librium with the worst social welfare. The coordination ratio associated to the
worst Nash equilibrium is called price of anarchy. In this paper, we only plot the
coordination ratio with the equilibrium given by the learning algorithm, since
we cannot derive all Nash equilibria.

Here, computing the maximal social welfare can be hard when considering
discrete strategy sets. We therefore computed an upper bound, corresponding
to the continuous strategy set case. The effects of the charging factor α on
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the coordination ratio can be seen in Figure 2. As expected, the case where
the per session charge is null is very bad, since it corresponds to every user
opening Nmax sessions. We also remark that for a judiciously chosen value of α,
the social welfare is very close to the optimum value that could be reached if
users would collaborate (the coordination ratio is very close to 1). The shape of
the coordination ratio curve plotted in Figure 2 is typical of congestion games:
while the introduction of prices helps lowering the demand and leads to a better
utilisation of resources by reducing the negative externalities (descending phase
of the curve), setting too large charges prevents users from entering the game
and the resource becomes underused (ascending phase of the curve).

We can therefore conclude that introducing a very simple pricing scheme
(fixed per-session price) can lead the initially inefficient Nash equilibrium to an
efficient one (where efficiency is in the sense of social welfare), therefore arguing
in favor of the use of pricing in such contexts.

5 Conclusions

In this paper, we have considered a game where TCP users compete for band-
width by opening parallel sessions in order to increase their QoS. The game is
controlled by imposing a fixed charged for each open session. We consider that
each user implements a (decentralized) discrete learning algorithm to find out
his best strategy, and convergence to a Nash equilibrium is discussed. We have
also discussed the pricing strategy for the network manager.

As directions for future research, we aim at investigating the more realistic
case of heterogeneous sessions, with different round-trip times, meaning different
additive-increase parameters. A closed-form expression for the average throught-
put does not exist in full generality yet, but we could numerically look at the
resulting equilibrium, as well as at pricing solutions for incentivizing users to
fairly share the ressource (this pricing scheme probably using the RTT values).

Acknowledgement

The authors would like to thank R. Chandramouli and Y. Xing for some discus-
sions on the learning algorithm used in the paper.

References

1. Jacobson, V.: Congestion avoidance and control. In: ACM SIGCOMM. (1988)
314–329

2. Baccelli, F., Hong, D.: AIMD, Fairness and Fractal Scaling of TCP Traffic. In:
Proceedings of IEEE INFOCOM 02. (2002)

3. Crowcroft, J., Oechslin, P.: Differentiated End-to-End Internet Services using a
Weighted Proportional Fair Sharing TCP. ACM Computer Communications Re-
view 47(4) (2004) 275–303

4. Osborne, M., Rubenstein, A.: A Course on Game Theory. MIT Press (1994)



12 B. Tuffin and P. Maillé
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Abstract. In this paper, we consider interactions of Internet Service Providers
(ISPs) and how these interactions can affect the overall traffic and resource allo-
cation between ISPs. In particular, we consider a simplified two-level hierarchical
model wherein there are a single tier-1 ISP and N >1 tier-2 ISPs. Each tier-2 ISP
needs to pay the tier-1 ISP for the connectivity service. At the same time, a tier-2
ISP can also arrange to have “private peering” links with other tier-2 ISPs. There-
fore, each tier-2 ISP can optimize its utility by deciding on the proper traffic rout-
ing of transmitting traffic, either via the tier-1 ISP link, or via the private peering
link with other tier-2 ISPs. The tier-1 ISP, on the other hand, needs to decide on
the proper resource allocation for all its tier-2 peers so as to avoid monopolization
of its resource by a single peer (i.e., to achieve customer diversity). We investi-
gate a distributed framework wherein a tier-1 ISP can achieve customer diversity
while tier-2 peers can perform their utility maximization in terms of traffic rout-
ing. We also explore other important issues such as sensitivity and convergency.
Extensive simulations are carried out to quantify the merits of the proposed dis-
tributed framework.

Keywords: Interaction, Utility Maximization, Sensitivity and Convergency.

1 Introduction

Current Internet is basically hierarchical in nature: there are many tier-1 Internet Ser-
vice Providers (ISPs) providing backbone connectivity service. Regional ISPs, which
are usually called the tier-2 ISPs, are customers to these tier-1 ISPs and they pay for
the connectivity service. There are some smaller ISPs, which are called the tier-3 ISPs,
are then connected to tier-2 ISPs for connectivity and/or local access. Often times, ISPs
of the same tier (or level) may negotiate with each other so as to provide mutual con-
nectivity. Whenever two peers of the same tier are connected, we say that these two
peers have established a private peering relationship. In essence, a private peering re-
lationship allows two peers to transfer traffic for their local customers without going
through their providers at the higher tier. Figure 1 illustrates the hierarchy and various
connectivity relationships.

There are two common ways for a local ISP (which we call peer from now on) to
gain the Internet access. The first way is to transmit traffic via the connectivity service
provided by its providers (or higher tier ISPs). For this form of traffic transmission, cost
will be incurred since the local ISP needs to pay for the amount of traffic transmitted via
the provider-customer link. The other way to gain the Internet access is to transmit the

B. Stiller, P. Reichl, and B. Tuffin (Eds.): ICQT 2006, LNCS 4033, pp. 13–24, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Internet hierarchical relationship and various connectivity relationships

traffic via the private peering link, and that the traffic is destined to that particular local
ISP. Since there are two ways to transmit traffic, a local ISP often needs to decide on
the proper traffic routing: the amount of traffic transmission via the provider-customer
link and private peering links, so as to minimize its operating cost and at the same time,
satisfy some bandwidth or quality-of-service constraints. It is important to note that for
two peers that are geographically apart, it may not be economical or even possible to
establish a private peering link, therefore, connectivity between these two peers will be
provided by the higher tier ISPs.

The tier-1 ISP (which we call ISP from now on), needs to set a proper price for each
of its customers so as to attract peers to transmit traffic via the provider-customer link. If
the price is set too high, peers may opt to transmit via their peering links. On the other
hand, if the price is set too low, then the ISP may not be able to maximize its profit.
Another important issue that an ISP needs to consider is proper resource provisioning
so that no peer can monopolize the connectivity resource. It is obvious that there exists
certain level of interaction between peers and this interaction can affect the decision of
the ISP. In particular, the level of pricing and resource allocation can affect the routing
decisions of peers, and the routing decisions by peers also affect the level of resource
allocation set by an ISP.

The contribution of our paper is to provide an understanding of this form of interac-
tion, in particular, how it can affect the routing strategy of individual peers and resource
allocation of an ISP. We propose a distributed algorithm wherein peers and ISP can
communicate so that a peer can maximize its utility while the ISP can provide fair re-
source allocation. We also show that the distributed algorithm is stable and can converge
to an equilibrium point quickly.

Let us summarize some related work in this topic. There is a rich literature on Inter-
net pricing [6, 8, 4, 5], but they mainly concern about the pricing strategy of individual
customers, i.e., access charging. Our work focuses on the interaction of a tier-1 ISP
and its customers, namely, tier-2 ISPs. Authors in [1] present the revenue maximization
and scalability of a service provider. It shows that using the suggested pricing scheme,
there are sufficient incentives for an ISP to upgrade its network. However, they do not
consider the interaction between peers, namely, peers can exchange traffic via private
peering links.
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The organization of the paper is as follows. In Section 2, we present our mathemat-
ical model of representing the interaction of the ISP and its peers. We formulate the
maximization function for a peer and show how each peer can perform routing so as
to maximize its utility. Conditions of maximization are also presented. We also present
the resource allocation algorithm of the ISP to achieve customer diversity. In Section
3, we investigate the convergency issue of the distributed algorithm. In Section 4, we
investigate the sensitivity of the system behavior on various system parameters. Finally,
conclusion is given in Section 5.

2 The Mathematical Model, Distributed Maximization and
Resource Allocation

Let us consider a simplified two-tiers hierarchical model in which there is one tier-1
ISP and N tier-2 ISPs (or peers).

Peers can communicate with each other either by sending traffic through the ISP, or
by the private peering links between two peers. To provide connectivity, the ISP has a
communication network which has a total capacity of R (in units of Mbps). For a peer
i ∈ {1, 2, . . . , N}, it has a link to the ISP, and possibly N − 1 private peering links
connecting to the other N − 1 peers. Let lij denote the private peering link between
peer i and peer j and this link has a capacity of rij (in unit of Mbps). Note that when
rij = 0, it implies that there is no private peering link between peer i and peer j. The
link connecting peer i and the ISP is denoted as lii, and the ISP allocates Ri amount
of bandwidth (in units of Mbps) for this connection. It is important to point out that
our model can be viewed as a generalization of the network model presented in [1], in
which private peering links are not considered and so there is no interaction between
peers. Note that we only have one ISP in our model. The issues of multiple ISPs and
multihoming are much more complicated and will appear in our future work. Lastly,
Table 1 contains all notations used in our mathematical model.

ISP

zij

yij

... ... ...peer
 1

peer
 i

peer
 j

peer
 N

provider-customer link

private peering link

traffic flow

Fig. 2. A simplified two-tiers hierarchical model with one tier-1 ISP and N peers

Let xij denote the traffic demand (or transmission rate in unit of Mbps) from peer
i to peer j. In essence, it is the traffic originated from peer i and destined to peer j. If
the peer i can sustain the transmission rate of xij , peer i receives a utility of Fij(xij),
where Fij is a strictly concave function in xij . The utility Fij(xij) represents the degree
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Table 1. Mathematical notations

N : Number of peers (the local ISPs) in the communication network.
lii : An abstraction of the communication link between peer i and the ISP.
lij : The private communication link connecting peer i to peer j.
R : Total capacity of the ISP link.
Ri : Allocation of ISP’s link bandwidth to peer i.
rij : Capacity of the private link lij connecting peer i to peer j.
xij : Traffic demand or transmission rate from peer i to peer j, such that xij = yij + zij .
yij : Traffic transmission rate from peer i to peer j going through the private link lij .
zij : Traffic transmission rate from peer i to peer j going through the ISP link lii.
zi : Aggregate traffic rate that peer i sends through the ISP link.
z̄ : Aggregate traffic rate through the ISP link from all peers.
Pi : Price per unit bandwidth on the ISP link for peer i. In this work we assume Pi =P for all i.
pij : Price per unit bandwidth of the private peering link lij .
yi : yi = (yi1, yi2, . . . , yin) denotes the traffic rate vector for peer i through its private links.
zi : zi = (zi1, zi2, . . . , zin) denotes the traffic rate vector for peer i through the ISP link.

of happiness of peer i by sending data to peer j at the rate of xij . Noted that concave
function is commonly used to represent elastic traffic[2], which is the dominant traffic
in the current Internet.

This constant traffic demand xij can either go through the ISP link lii, or the private
link lij . We denote yij as the traffic rate that peer i decides to transmit through the
private link lij , and zij as the traffic rate through the ISP link lii. In other words, we
have: xij = yij + zij , with yij , zij ≥ 0, for i, j ∈ {1, . . . , N}.

Let xii be the traffic demand from peer i to destinations other than the N − 1 peers.
This represents traffic to other part of the Internet wherein peer i has to send the data
through the ISP. In this case, peer i can only use the provider-customer link lii for
the traffic transmission. Therefore, we have the following relationship: yii = 0 and
xii = zii for i ∈ {1, . . . , N}. For the ease of presentation, let zi =

∑N
j=1 zij denote

the aggregate traffic demand that peer i sends through the ISP link, and let z̄ =
∑N

j=1 zj

denote the aggregate traffic on the ISP network from all N peers.
To transmit data across the ISP, peers need to pay the network operators for the trans-

mission service. The price per unit bandwidth through the ISP link lii is Pi, which is
determined by the ISP. Peer i can also send the traffic yij through the private link lij , and
the price per unit bandwidth is pij , which can be mutually agreed upon between peers
i and j. In this work, we do not consider issues on the cost of setting up peering links,
since it is not part of the operating cost. We assume peers can utilize existing peering
links with fixed capacities rij . For convenience, we denote yi = (yi1, yi2, . . . , yiN ) as
the traffic rate vector for peer i, representing the traffic going through its private peering
links and zi = (zi1, zi2, . . . , ziN ) as the traffic rate vector for peer i through the ISP link.
We denote P = (P1, P2, . . . ,PN) as the price vector set by the ISP for different peers.

In making the routing decision, each peer not only needs to consider the cost of
transmitting the traffic, but also on the quality of service. In other words, each peer
needs to take into consideration of the delay or congestion cost on the links. In this
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work, we assume each link is represented by an M/M/1 model as in [1], and one can
take the average delay on the link as its congestion indicator.1 Rather than informing all
peers about the current transmission demands z̄ on the ISP link (this is considered as a
confidential information by a peer), the ISP will compute and announce its bandwidth
allocation to peer i as Ri. Under this form of setting, the congestion cost Dij of a link
lij can be represented as:

Dij =

⎧⎨
⎩

1
rij−yij

if i �= j,

1
Ri−zi

if i = j.

The traffic demand xij can be viewed as the long-term average aggregate request
from the customers of peer i destining to peer j. For example, average of a monthly
traffic from a peer. So the traffic demand is considered as a constant within a certain
period. Consider the case when peer i can always obtain a sufficient bandwidth capacity
to transmit all the aggregate requests, i.e.

∑
j xij ≤ ∑

j rij + Ri, then the peer will
transmit all the requests, while maximizing its utility at the same time. With fixed traffic
demands xij ’s, the aggregate happiness

∑
j Fij(xij) is therefore a constant.

Let us now formulate the objective function of a peer, say i. Peer i wants to maximize
the following function:

Max Ui =
∑

j

Fij(xij)−1{yij �=0}
[ 1
rij −yij

]
−

∑
j �=i

pijyij −1{zi �=0}
[ 1
Ri−zi

]
−Pizi

Max Ui =K −
∑
j �=i

1{zij �=xij}
[ 1
rij −xij + zij

]
+

∑
j �=i

pijzij − 1{zi �=0}
[ 1
Ri − zi

]
− Pizi

Min Ci =
∑
j �=i

1{zij �=xij}
[ 1
rij −xij + zij

]
−

∑
j �=i

pijzij + 1{zi �=0}
[ 1
Ri − zi

]
+ Pizi (1)

s. t. max{0, xij − rij} ≤ zij ≤ xij for all j �= i, zii = xii,
∑

j

zij ≤ Ri (2)

where K =
∑

j Fij(xij) − ∑
j �=i pijxij is a constant.

In here, 1{p} is an indicator function. The objective of the optimization problem (1)
is to minimize the aggregate congestion costs and payments under constant traffic de-
mands. The variable transmission rate vector yi is absorbed and the remaining variable
in the new optimization problem is zi. The constraints in Equation (2) represent the
feasible region of the ISP link transmission rates. The first constraints give the lower
and upper bounds for zij’s. When rij ≥ xij , the bandwidth in the private peering link
lij is larger than the demand xij , i.e. private peering link capacity is sufficient for the
demand and so the minimum transmission rate in ISP link zij is zero. When rij < xij ,
the bandwidth in the private peering link is insufficient for the demand and so part of the
traffic must go through the ISP link. It makes the minimum value of zij = xij −rij . The
second constraint again is due to the absence of private peering link to the “outsiders”.
The third constraint is the ISP link capacity constraint.

It is important to point out that the optimization process is indeed a coupled opti-
mization process. For each peer i, given the bandwidth allocation Ri of the ISP link,

1 We have also investigated in using expected waiting time in the peers’ utility functions. Please
refer to our technical report[3].
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it performs an optimization and determines its optimal rates zi and will send a bid for
this bandwidth allocated by the ISP. After collecting the bidding information from all
peers, the ISP calculates the bandwidth allocation according to the biddings. Peers will
offer their new biddings based on the allocated bandwidth by the ISP. We model this
interaction process as a non-cooperative game wherein each peer offers a bid to the ISP
so as to minimize its own cost.

For a given ISP price vector P = (P1, P2, . . . ,PN), this defines a non-cooperative
game between these N peers [7]. These peers interact with each other and determine
their optimal transmission rates periodically and asynchronously. For each price vector
P > 0, a Nash equilibrium point for this N -peers game is defined as N -tuple z∗ =
(z∗

1, z
∗
2, . . . ,z

∗
N ), such that for all peers i ∈ {1, 2, . . . , N}:

Ci(z∗, P) ≤ Ci(z, P) (3)

for any other feasible traffic vector z = (z1, z2, . . . ,zN ) that satisfies the constraints
defined in Equation (2).

2.1 Distributed Solution of the Minimization Problem

In the following, we illustrate how a peer, say i, can determine its transmission rates,
that is zi, rates to other peers via the ISP’s link, as well as yi, rates to other peers via
private peering links, so as to minimize its cost when the bandwidth supply is sufficient.
Assuming that the peer knows the price Pi specified by the ISP and the associated band-
width allocation Ri, one can model an individual peer’s behavior as a convex optimiza-
tion problem as defined in Equation (1). Let us first study the necessary and boundary
conditions for a peer to minimize the cost.

Necessary Conditions with Positive Transmission Rate
Since the cost Ci is discontinuous at zij = xij (i.e., transmission rate through the private
peering link lij is zero) and zi = 0 (i.e., transmission rate through the ISP link is
zero), we first investigate the necessary conditions when zij �= xij and zi �= 0. The
optimization problem of Equation (1) has N − 1 variables (with zii = xii). The first
and second order partial derivatives with respect to zij and zik for k �= j �= i are:

∂Ci

∂zij
=

−1
(rij − xij + zij)2

− pij +
1

(Ri − zi)2
+ Pi,

∂2Ci

∂z2
ij

=
2

(rij − xij + zij)3
+

2
(Ri − zi)3

> 0,

∂2Ci

∂zij∂zik
=

2
(Ri − zi)3

> 0.

This shows that the Hessian matrix of the objective function in Equation (1) is positive
definite on the non-negative space bounded by the capacity constraints xij−rij ≤ zij ≤
xij and zi ≤ Ri. So the cost Ci is strictly convex in zij for all j �= i. The minimum cost
and optimizer to this problem is unique and can be found by the Lagrangian method.
The necessary conditions of zij for the minimization of Ci are:

∂Ci

∂zij

{
> 0 if zij = 0,
= 0 if zij > 0.

(4)



Performance Modeling on the Interaction of ISPs 19

Boundary Cases to Minimization Problem
Due to the discontinuity of the objective function, the necessary conditions given above
may not achieve the global minimum. In here we explore the boundary cases when the
transmission rates are zero, i.e., zij = xij or zi = 0. Figures 3 and 4 show these cases.
Figure 3 corresponds to the case when z∗ij = arg{ ∂Ci

∂zij
= 0} is in the feasible range. The

vertical axis shows the aggregate cost Ci and the horizontal axis shows the transmission
rate zij . Figure 3(a) considers if xij ≤ rij , which implies the private peering link
capacity is adequate for the transmission demand; and Figure 3(b) considers if xij >
rij , which implies the private peering link capacity is inadequate for the transmission
demand. In Figure 3, the minimum point of the curve is at P1 when zij = z∗ij . We first
consider the upper bound. When zij = xij , the transmission rate goes through the ISP
link only. The congestion cost in peering link lij is not considered and is subtracted
from Ci, so P3 rather than P2 is the point of Ci when zij = xij . We then consider the
lower bound under two cases: case i) when xij ≤ rij (as in Figure 3(a)), the minimum
value of zij = 0. If there is a zik > 0 for some k �= j, P4 is the point when zij = 0.
But if the aggregate traffic through the ISP link is zero (zi = 0), P5 is the point when
zij = 0. Note that the congestion cost in the ISP link is subtracted from Ci in this case;
case ii) when xij > rij (as in Figure 3(b)), the minimum value of zij = xij − rij . This
is because the maximum amount of traffic through the private peering link is rij , the
remaining rate xij − rij has to go through the ISP link and the congestion cost in the
ISP link must be considered. In general, when z∗ij is in the feasible range, the optimal
transmission rate is either zij = 0, zij = xij or zij = z∗ij .
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Fig. 3. Peer i’s cost against transmission rate zij when z∗
ij = arg{ ∂Ci

∂zij
= 0} is in the feasible

range: (a) when xij ≤ rij , (b) when xij > rij

Figure 4 illustrates when z∗ij = arg{ ∂Ci

∂zij
= 0} is not in the feasible range.

Figure 4(a) considers when z∗ij ≤ min{0, (xij − rij)}. As Ci is strictly convex in zij ,
the minimum feasible zij = min{0, (xij − rij)}, is either at P4 (when zi > 0) or at
P5 (when zi = 0). For the upper bound of zij , when zij = xij , the congestion cost in
the private peering link is subtracted from the cost. This concludes that the minimum
point of Ci is either when zij = min{0, (xij − rij)} (optimizer is either P4 or P5) or
when zij = xij (optimizer is P3). Figure 4(b) shows the case when z∗ij > xij . The
maximum feasible zij = xij due to the convexity of Ci. For the lower bound of zij ,
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Fig. 4. Peer i’s cost against transmission rate zij when z∗
ij = arg{ ∂Ci
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range: (a) when z∗
ij ≤ min{0, (xij − rij)}, (b) when z∗
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when zi = 0 (which implies zij = 0), the value of Ci at P5 may be smaller than that
at P3. This concludes that the minimum point of Ci is either P3 when zij = xij or
P5 when zij = 0. Lastly, after the ISP link transmission rates zij’s are computed, the
private peering link transmission rates yij’s can be found by yij = xij − zij .

2.2 Distributed Resource Allocation by ISP

Let us present the algorithm in which the ISP can determine the appropriate capacity Ri

for every peer i, for i ∈ {1, . . . , N}. At the beginning, the ISP distributes its capacity
equally among all peers, so Ri = R

N for all i, and sends the distribution Ri to every
peer i. Upon receiving the information, each peer i applies the procedure described in
the previous sub-section to compute its own optimal transmission rates (yi and zi) and
sends the information (zi =

∑
j zij) to the ISP as its bidding for the ISP capacity. The

ISP gathers the biddings from the peers. Then it allocates the resource represented by
the following formula:

Ri = zi +
(R − z̄)

N
.

3 Convergency of Traffic Rates

With the traffic distribution algorithm by peers and resource allocation by the ISP we
described in the previous section, one important issue that we need to address is whether
these traffic rates and biddings will converge. In this section, we investigate the conver-
gency of rates and biddings of peers when the number of peers is large.

The experiment considers the case when all peers are of similar sizes and thus have
similar traffic demands. We show that the traffic rates distributions and biddings of all
peers converge rapidly. We have also investigated in the case when some of the peers
are of larger and smaller sizes. For more details, please refer to our technical report [3].

The environment of the experiment is constructed as follows. There is a network
of N = 50 peers and one ISP. Each peer has an aggregate link connecting to the ISP
and peering links connecting to the other peers. A peering link lij exists with a prob-
ability of 0.5. If the link lij exists, its capacity rij is chosen from a random variable
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uniformly distributed in [0, 10], and its unit price pij is another random variable uni-
formly distributed in [1, 2]. The traffic demand xij is a random variable equal to 0 with
probability 0.3 and uniformly distributed in [0, 10] with probability 0.7. The ISP pro-
vides a bandwidth of R = 7500 units with unit price P = 2.5. After each period of one
second, the ISP applies the resource allocation algorithm we described in the previous
section, and sends the distribution Ri to every peer i. Upon receiving the signal from
the ISP, peer i performs the traffic rate distribution algorithm with the parameters Ri

and Pi = P . To introduce noise in the information exchange, a bidding is successfully
transmitted to the ISP with a probability of 0.8.

Experiment I: Homogeneous Peers with Similar Traffic Demands. In this experi-
ment, we have a network of 50 peers and one ISP and the parameters are generated
as described above. The peers are of similar sizes and have similar traffic demands.
Figure 5(a) shows the biddings of peers 1, 2, 3 and 4 throughout the experiment. The
vertical axis shows the biddings of the peers and the horizontal axis shows the time.
Note that the biddings converge rapidly. Figure 5(b) shows the transmission rates of
peer 8. The vertical axis shows the transmission rates and the horizontal axis shows the
time. Again, we observe that the traffic rates converge to the equilibrium quickly.
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Fig. 5. Exp. I: (a) biddings of peers 1, 2, 3 and 4, (b) samples of transmission rates of peer 8

4 Sensitivity to System Parameters

In this section, we investigate in the sensitivity of the equilibrium point as we vary some
of the system parameters. The observation is made to the variation of the transmission
rates and the biddings from peers. We have three experiments, each corresponds to only
one variation in the system parameters.

– Experiment A: variation in the unit price of the private link (pij)
– Experiment B: variation in the traffic demand (xij)
– Experiment C: variation in the unit price of the ISP link (P)
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The environment of the experiments is constructed as follows. We have a network of 10
peers and one ISP. Each peer has an aggregate link connecting to the ISP and 9 private
links connecting to the other peers with capacity rij = 10 and unit price pij = 1.0.
All peers have the same traffic demands (i.e., xij = 10 for all i, j). The ISP provides a
bandwidth of R = 300 units with unit price P = 1.2. After every period of one second,
the ISP applies the resource allocation algorithm, and sends the distribution Ri to every
peer i. Upon receiving the signal from the ISP, peer i performs the rate distribution
algorithm with the parameters Ri and Pi = P . To introduce noise in the information
exchange, a bidding is successfully transmitted to the ISP with a rate of 80%.

In the following experiments, we only change the parameters of peer 10 while keep-
ing the parameters of the other peers unchanged. Our observation is made to the changes
of traffic rate distributions and biddings of peer 10 and other peers (eg. peer 8).

Experiment A: Change of Unit Price in Private Link (pij). In here, we show how
the change in the unit price of private link affects the biddings of all peers. The pa-
rameters are constructed as described above. We vary the unit prices of the private
links of peer 10 from 1.0 to 1.5, and investigate in the effects in the biddings of peers.
Figure 6 illustrates the biddings in the ISP link bandwidth of peers 8 and 10. The verti-
cal axis shows the biddings and the horizontal axis shows the time. When the unit price
of the private links of peer 10 increases, peer 10 shifts its traffic from the private links
to the ISP link in order to reduce the payment. So peer 10 offers a larger bid. This in-
creases the congestion cost in the ISP link. Other peers (e.g., peer 8) detect this increase
in congestion cost and so they shift their traffics from the ISP link to their private links,
and give smaller bids.

0 50 100 150 200
22

23

24

25

26

27

28

29

30

Time

B
id

d
in

g
s

Biddings of peer 8 (z
8
)

p
10

 = 1.0

p
10

 = 1.1

p
10

 = 1.2

p
10

 = 1.3

p
10

 = 1.4

p
10

 = 1.5

0 50 100 150 200
20

30

40

50

60

70

80

Time

B
id

d
in

g
s

Biddings of peer 10 (z
10

)

p
10

 = 1.0

p
10

 = 1.1

p
10

 = 1.2

p
10

 = 1.3

p
10

 = 1.4

p
10

 = 1.5

(a) (b)

Fig. 6. Experiment A: (a) peer 8’s bidding (z8), (b) peer 10’s bidding (z10)

Experiment B: Change of Traffic Demand of a Peer (xij). In here, we show how
the change in the traffic demand affects the biddings of all peers. The parameters are
constructed as described above. We increase all the traffic demands of peer 10 from 10
to 20, and investigate the effects in the biddings of peers. Figure 7 illustrates the bid-
dings in the ISP link bandwidth of peers 8 and 10. When peer 10 increases the traffic
demands, it has to increase the transmission rates both in the private links and the ISP
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Fig. 7. Experiment B: (a) peer 8’s bidding (z8), (b) peer 10’s bidding (z10)

link. So peer 10 gives a larger bid to ISP asking for more bandwidth. This increases the
congestion cost in the ISP link. Other peers (eg. peer 8) detect this increase and shift
their traffics from the ISP link to their private links, and give smaller bids.

Experiment C: Change of Unit Price in ISP Link (P). In here, all peers have the same
traffic demands, and the unit prices and capacities of all private links are identical. The
only changing parameter is the unit price of the ISP link. The unit price decreases
from 1.2 to 0.8. Figure 8(a) shows the biddings in the ISP link of a peer throughout the
experiment. We observe that a peer increases the bidding in the ISP link with decreasing
price in the link. Figure 8(b) shows the transmission rate zij for i �= j throughout
the experiment. We see that a peer increases the transmission rate in the ISP link with
decreasing price in ISP link. The increases in both the biddings and transmission rates in
ISP link are due to the decrease in payment to the ISP link. As a result, peers shift some
of their traffics from the private link to the ISP link. We have two extra experiments in
the sensitivity test of (i) private link capacity (rij ) and (ii) ISP link capacity (R). For
more details, please refer to our technical report [3].
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5 Conclusion

In this paper, we investigate the interplay between a tier-1 ISP and N tier-2 ISPs (peers).
A peer has a connection to the ISP, and possibly connected to other peers with some pri-
vate links. Each peer needs to determine the appropriate amount of traffic via the ISP’s
link and the private links so as to minimize its cost. The ISP, on the other hand, needs to
perform proper resource allocation to distribute its resource properly. We show the nec-
essary and boundary conditions for the transmission rate vectors of a peer to obtain the
minimum cost. We present an algorithm for the ISP to do the resource allocation. We
then show the optimal rates and biddings of peers converge with the resource allocation
algorithm of ISP even when the number of peers is large. Finally, we show and explain
how the change in a single parameter can affect the optimal rates and biddings of all
peers and that peers can adapt to these changes and quickly converge to an equilibrium
solution. The complicated issues of multiple ISPs and multihoming will appear in our
future work.
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Abstract. We consider users bidding in a series of multi-unit sealed-bid
auctions, aiming at reserving the same amount of units of the resource
auctioned, e.g. transmission slots in a wireless network. Each user attains
from each successful allocation of resource units an instant marginal util-
ity that depends on his history of resource allocation. The user’s bid at
each auction equals this marginal utility. We introduce a random walk
model for transient analysis of this series of auctions, we study the prop-
erties of the resulting user resource allocation patterns and we provide a
numerical and experimental evaluation of this model.

Keywords: Auctions, random walk, resource allocation.

1 Introduction

In this paper, we consider users who are participating in a series of consecutive
sealed-bid multi-unit auctions, aiming at reserving the same amount of units of
the resource (or, in general, of the good) auctioned. Each user attains from each
successful allocation of resource units an instant marginal (i.e. additional) utility
that depends on the resource allocation pattern. We assume that the user’s bid at
each auction equals this marginal utility. Hence, the auction’s price fluctuations
and the users’ utility functions greatly affect both the bids submitted and the
resulting resource allocation patterns. This is a problem of practical importance
in communication networks. A prominent example is bandwidth allocation in
UMTS (and other, e.g. GPRS) networks. Indeed, in [1], we study the problem
of resource reservation in UMTS networks in which users request services other
than telephony that last for long time intervals. Each of these sessions has a fixed
target QoS level, which for simplicity we assume that corresponds to a certain bit-
rate. The duration of network time-slots over which resource units are allocated
is much shorter. We define in [1] an auction-based mechanism achieving nearly
consistent reservation of the resources of a UMTS network by the users that
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value them the most, in order to satisfy the longer time scale QoS requirements
of their service sessions. Thus, due to our mechanism, these users receive service
of very good quality at a charge determined by the market. The non-competitive
users receive service of very inferior quality for a very short time period at a very
low charge. Therefore, our resource reservation mechanism serves a soft CAC.
The mechanism is based on a series of Generalized Vickrey Auctions and a set
of predefined user utility functions that we introduce [1]. Bidding is performed
automatically on behalf of the users on the basis of each user’s selection of one
of these utility functions and his declaration of a total willingness to pay, and
is dependent of the user’s history of resource allocation. This approach has also
been adopted by other researchers in the field [2] as well as also in the EU-finded
IST project B-BONE [4]. In this paper we present a random walk model for
transient analysis of this mechanism. Based on this model, we study the impact of
the parameters of one of these utility functions in the resource allocation patterns
that users attain. We also provide a numerical and experimental evaluation of
the model, setting its parameters acccording to the input from project B-BONE.
Finally, we explain how it can help users select parameters of their utility/bidding
functions. The analysis of the properties of auctions in dynamic environments
by means of mathematical tools has also received attention in the literature [3].

2 The Auction Mechanism

The problem of UMTS resource allocation to sessions with QoS requirements
is very complicated. Indeed, users demand sessions spanning partly overlapping
intervals with different durations, which in general are much larger than the time
scale ta of the network frames in which resources are allocated. The approach
that we introduced in [1] is to conduct a sequence of auctions, each concern-
ing reservation of bits within one UTRAN frame. Each auction is a sealed-bid
Generalized Vickrey Auction (GVA), with bids of the type (p, q), where q is the
quantity of units (bits) sought in the present frame and p is the price proposed
for each such unit. These bids are essentially atomic, i.e. a winning bid results in
the allocation of all the resource units demanded, except for the cut-off bidder.

In a realistic case of a UMTS network, it would not be feasible for users to
participate in all these auctions. Thus, since the user cannot place his bids on a
per auction basis, we define utility functions pertaining to the various services.
These functions are provided by the network operator as bidding functions for
the user to choose from; they are scaled by the user’s i total willingness to pay
Us,i for the service s, which is given by the user himself as part of his service
request. Then, the network runs the various auctions by bidding on behalf of
each user. We assume that the user’s i utility us,i from obtaining the service s
is the sum of the marginal utilities attained due to each successful allocation;
thus, us,i(x

(1)
i , ..., x

(Ks,i)
i ) =

∑Ks,i

t=1 v
(t)
s,i(x

(1)
i , ..., x

(t)
i ), where Ks,i is the number of

auctions where user i participates during his service session. Also, for every user
the bid placed by the network at each auction equals the marginal utility to be
attained if his bid is a winning one in the auction. This choice is motivated by the
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(a) (b)

Fig. 1. Inconsistent resource allocation patterns

incentive compatibility property of the Generalized Vickrey Auction, whereby
sincere bidding is a dominant strategy; see [1].

In this paper, we restrict attention to one of these predefined utility functions,
namely that suitable for users sensitive to service continuity, such as audio and
video streaming. Thus, these users prefer the allocation pattern of Fig. 1(a) to
that of Fig. 1(b). In order to express this preference, we define the sub-utility
function to be v

(t)
s,i(x

(1)
i , ..., x

(t)
i ) = 1(x(t)

i = mi)
Us,i

Ks,i
· αdi , where: α ∈ (0, 1] is

a discount factor; di is the distance between the current and the previous slots
during which user i achieved reservations; 1(·) denotes the indicator function,
which is justified by the fact that bids are atomic. Therefore, history of previous
allocations influences v

(t)
s,i through the value of di. Hence, when the user fails to

reserve resources at some auction, his marginal utility decreases exponentially, in
order to express the user’s displeasure from the existence of gaps in his resource
allocation pattern. On the contrary, as long as a user is allocated resources,
his marginal utility equals Us,i

Ks,i
, which is henceforth denoted as u0. The utility

function considered is suitable for the UMTS Streaming Class which is destined
to serve streaming audio and video sessions; mi pertains to the Maximum Bit-
rate parameter of this class.

3 The Random Walk Model

We consider a user who is participating in a series of consecutive sealed auctions
(see Sect. 2), aiming at reserving the same amount of units of the resource
auctioned (e.g. bits in a UTRAN frame). Recalling how bidding is performed,
it follows that the auction’s price fluctuations and the parameters u0, α of the
users’ utility function greatly affect both the bid submitted and the resulting
resource allocation pattern. In this section, we present a random walk model
descriptive of the price fluctuation. Employing this model, a user can examine
the impact of the value of parameter α of his bidding function on his average gap
length, while “ignoring” the actual auction competition (of which he is unaware
of), which is now simulated by means of the model. In particular, the fluctuation
of the auctions’ cutoff price over time is modeled as a random walk [5]. That is,

pt =
{

pt−1 + δ, with probability q
pt−1 − δ, with probability 1 − q

for t = 1, 2, ... (1)

Henceforth, pt is simply referred to as the auction price. Furthermore, according
to the definition of the utility function considered (see Sect. 2) the fluctuation
of the user’s marginal utility is modeled as follows:
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ut =
{

u0, if ut−1 ≥ pt−1
α · ut−1, if ut−1 < pt−1

for t = 1, 2, ..., (2)

where α ∈ (0, 1] is the discount factor. At time 0 the auction price raises for the
first time above user’s bid (i.e. p0 > u0) and fluctuates according to the random
walk model thereafter.

Next, we discuss the appropriateness of our model. First, note that unlike
with the actual auction, under our model, the price is not affected by the bids of
the user considered. This is a good approximation of the actual auction because
in an actual network many bidders will be participating. Furthermore, it could
be argued that a random walk is not descriptive of the actual auction, since
it is expected that when the mechanism is employed in an actual network the
price will fluctuate around a the long term average value. However, we do not
perform stationary analysis of the auction price in this paper. Instead, the model
introduced is appropriate for transient analysis of the price dynamics of the
auction. Consider, for instance, a case where a user is competitive in general,
because his marginal utility is higher than the average auction price; however,
his bid is instantly topped by the auction price due to some abrupt increase
in demand (e.g. due to new users’ arrival). Price evolution in this case can be
emulated as a random walk process with positive drift. This actually leads to
a conservative analysis, since in the actual auction the price would have the
tendency to return more rapidly to its long-term average when it has deviated
considerably from it. It should also be noted that transient analysis is very
important, because due to the exponentially decreasing marginal utility, the
user in the case described above becomes gradually less competitive, his service
is interrupted and he may as well decide to drop out.

4 Analysis of the General Model

In this section, we study the probability of user’s “re-entrance”, i.e. the prob-
ability that the user will succeed in being awarded again resources in future
auctions, as well as the resulting resource allocation patterns. First, we compute
the number of continuous price decrements k that are required until the user’s
marginal utility exceeds again the (constantly decreasing) auction price. We de-
fine the distance of the auction’s price minus the user’s exponentially decreasing
valuation as distt = pt − ut. The parameter k sought is the minimum integer t
that satisfies the inequality distt ≥ 0, which implies that

k = min
t

{p0 − t · δ − αt · u0 ≥ 0}. (3)

Thus, solution of this is the minimum possible “time” to elapse until the user’s
re-entrance. Assuming that after k + j + i auctions, with j price increases and
k + i price decreases, the user has still not succeeded in winning in the auction,
the distance distk+i+j is then:

distk+i+j = pk+i+j − αk+i+j · u0 = p0 + (j − i − k) · δ − αk+i+j · u0.
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We proceed to compute the probability of user’s re-entrance. We define:

ij = min
i

{distk+i+j ≤ 0} (4)

Since we have already computed k, using (4) we can compute for each number
of price increments j, the minimum number of price decrements ij + k that are
required in order for the user to have a winning bid in the auction. Thus, we can
compute the feasible values of the “gap size” of the user’s resource allocation
pattern, which equals j+ ij +k, for some j. For example, assume that for certain
u0, δ, and α, we have: k = 1 and i1 = 1, i2 = 2 and i3 = 3. Since k = 1, if
the price drops at t = 1, then the user’s bid will be a winning one again in that
auction. However, if the price increases at t = 1 and then keeps decreasing (i.e.
j = 1), then 2 = k + i1 price drops suffice for the user’s marginal utility to top
the auction’s price. If this does not happen, because j > 1, then the soonest
possible time for user’s is t = 5 if j = 2 etc. Figure 2(b) depicts some possible
auction’s price fluctuations for which the user re-enters the network after 7 time
units.

Fig. 2. The price fluctuates and user’s marginal utility and bid are reduced

Next, we compute the probability that user’s exponentially decreasing
marginal utility exceeds the auction’s price for the first time at time t = k+j+ij
for some j. In order to compute Prhit(t), we must first compute the number
A(j, k) of “price fluctuation patterns” that lead to the user’s re-entrance for the
first time at time t = j + ij + k. This number is obviously less than the total
number of patterns of length j+ij +k, namely

(
j+ij+k

j

)
. Indeed, Fig. 2(a) depicts

two possible ways of price fluctuation, with j = 3, that also lead to the user’s
re-entrance. However, for these patterns this does not happen for the first time
after exactly 7 steps, thus these patterns should not be computed in A(3, 1).
(Also, for these patterns, the user’s marginal utility would not continue to de-
crease exponentially until t = 7, as depicted in Fig. 2(a); it would have become
u0 once the user achieves to re-enter.) Hence, in order to compute A(j, k), we
must exclude all those patterns that result in the user’s marginal utility to ex-
ceed the auction price at some time t prior to j + ij + k. In particular, we must
exclude all the sub-patterns having size j′ + ij′ + k, for all j′ < j. Each such
sub-pattern must be excluded

(j+ij−j′−ij′
j−j′

)
times; this is the number of possible
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allocations from time j′ + ij′ + k + 1 to j + ij + k that are combined with the
original sub-pattern. Hence, the number of acceptable price fluctuation patterns,
A(j, k) is:

A(0, k) = 1

A(j, k) =
(

j + ij + k

j

)
−

j−1∑
j′=0

A(j′, k) ·
(

j + ij − j′ − ij′

j − j′

)
, for j = 1, 2, ....

(5)

As already explained, it is feasible for the user’s marginal utility to exceed
the auction’s price only at certain times, namely at times j + ij + k, where ij is
derived from (4). Hence the probability Prhit(t) that the user’s marginal utility
(and bid in the auction) exceeds the auction price at some time t for the first
time, is:

Prhit(t) =
{

0, if � j s.t. j + ij + k = t
A(j, k) · (1 − q)k+ij · qj , otherwise. (6)

The cumulative probability that the user’s marginal utility will have exceeded the
auction price up to some time t, denoted as PrcHit(t) is PrcHit(t)=

∑t
t′=1 Prhit(t′).

We also denote as Pr∗cHit the asymptotic value of PrcHit(t), as t → ∞, which
equals the probability that the user will ever achieve re-entrance.

5 A Special Case

Assume that α = 1, or equivalently that ut = u0 for t = 1, 2, .... This implies
that ij = j. This assumption results in a model that is much easier to analyze.
This model will also provide a bound for Pr∗cHit of the general model, which is
revisited in Sect. 6.

Proposition 1. There holds

lim
t→∞ PrcHit(t) = Pr∗cHit =

{
1, if 0 < q ≤ 1

2(
1−q

q

)k

, if 1
2 < q < 1 .

(7)

Proof. The cumulative probability is Pr∗cHit =
∑∞

t′=0 Prhit(t′). Using (6) we
obtain:

Pr∗cHit =
∞∑

j=0

A(j, k) · (1 − q)(k+j) · qj (8)

First we consider the case where 0 < q < 1
2 . In this case, the price has a negative

drift. Hence, it is certain that at some point it will drop below the user’s marginal
utility ut = u0; see [5]. Thus, the respective cumulative probability is 1. Next,
we consider the case where 1

2 < q < 1. We have:

Pr∗cHit =
∞∑

j=0

A(j, k)·(1−q)(k+j) ·qj =
(

1 − q

q

)k

·
∞∑

j=0

A(j, k)·q(j+k) ·(1−q)j (9)
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The sum in the right hand side of (9) is identical to that in (8) except that q
and 1 − q are swapped. Note that in (8), if 0 ≤ q < 1

2 the sum converges to 1.
On the contrary, in (9) we have that 0 ≤ 1 − q < 1

2 . Therefore, the sum in (9)

converges to 1, which implies that Pr∗cHit =
(

1−q
q

)k

, if 1
2 < q < 1. Finally, by

continuity for q → 1
2 , Pr∗cHit = 1 too. 	


The same result for k = 1 and q ∈ (1
2 , 1) is also established differently in [5].

However, the above proposition was proved for any value of k, because it will be
used in the next section. The aforementioned limits are useful in order to un-
derstand the user resource allocation patterns that result when users participate
in a series of auctions. When the probability of price increase is lower than 1

2 ,
it is certain that the user will eventually succeed in topping the auction’s price
and reserve network resources again. This is obviously the case for the actual
network (where the cut-off price is determined by competing users) at periods
of low to medium demand. Of course, the lower the probability of price increase,
the sooner the user will be re-allocated network resources in the auction. On the
contrary, when the probability that the price decreases is higher than the proba-
bility that the auction’s price will increase - that is, whenever the competition is
high - it is uncertain if the user will eventually manage to receive service again.

The probability that this happens is
(

1−q
q

)k

, which is a decreasing function of q.
The higher the probability of price increase, that is the more intense the compe-
tition in the auction, the less probable it is for the user to receive service again.
This is justified since if the user’s bid is topped at a very competitive auction,
it becomes very hard for this user’s subsequent bids to become winning again
in the series of auctions that follow, where the cut-off prices tend to increase.
Exponential reduction of the user’s bids (i.e. α < 1) may only make matters
worse, i.e. result in a smaller value of Pr∗cHit. Notice also, that for α = 1, Pr∗cHit
depends on q as well as k, which due to (4) equals k = �(pt − u0)/δ�. It should
also be noted that although the result of Proposition 1 is asymptotic for t → ∞,
the time horizon is not actually infinite in the sense that the probability of re-
entrance can be well approximated by taking the first few terms of the series
in (8). Thus, the result is still applicable for the purpose of analyzing transient
phenomena. The same comment also applies for the results of Sect. 6 and 7.

6 Revisiting the General Model

Having studied the special case of Sect. 5, we return to the general model pre-
sented in Sect. 3 with α < 1, the analysis of which is more complicated, as
already mentioned. The difficulty of providing a closed-form equation for Pr∗cHit
(i.e. the asymptotic value of PrcHit(t) for t → ∞) is due to the fact that nei-
ther ij nor A(j, k) are known in closed form. However, it is possible to provide
some bounds for these probabilities. Under certain assumptions these bounds
are tight.

Clearly, whenever the probability q that the price goes up in the random walk
is less than 1

2 , then the cumulative probability converges to 1, i.e. Pr∗cHit = 1, 0 ≤
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q ≤ 1
2 . This can be proven by applying the same arguments with these provided

in the proof of Proposition 1. For q > 1
2 , the computation of Pr∗cHit is very

complicated. Below, we provide an upper and lower bound for this probability.

Proposition 2. We have

(1 − q)k + k · (1 − q)k+i1

1 − q · (1 − q)i1
≤ Pr∗cHit <

(
1 − q

q

)k

, if
1
2

< q < 1. (10)

Proof. First, we prove that Pr∗cHit <
(

1−q
q

)k

, if 1
2 < q < 1. This is easily

proven since
(

1−q
q

)k

is the value of Pr∗cHit if α = 1, i.e. if ut = u0 for t =
1, 2, .... In the general model, we have ut ≤ u0. Clearly, by monotonicity, under
the exponentially decreasing marginal utility (and bid) the user can never be
better off compared to the case where ut = u0 for t = 1, 2, .... Thus, Pr∗cHit <(

1−q
q

)k

, if 1
2 < q < 1.

Next, we prove that (1 − q)k + k · (1−q)k+i1

1−q·(1−q)i1 ≤ Pr∗cHit. We have

Pr∗cHit = (1 − q)k + A(1, k) · q · (1 − q)k+i1 + A(2, k) · q2 · (1 − q)k+i2

+A(3, k) · q3 · (1 − q)k+i3 + ... (11)

Due to the exponential decrease of the marginal utility, we have uj − uj−1 =
α · (uj−1 − uj−2), which easily implies that the difference Δij = ij − ij−1 is
non-increasing in j. That is, the number Δij of extra price decrements required
to cope with one additional price increment is non-increasing in j, although ij
itself is increasing in j. Thus, max {Δij} = Δi1 = i1. Furthermore, Δi2 = i2−i1.
Therefore, we obtain that i2 ≤ 2 · i1. Similarly, Δi3 = i3 − i2 ≤ i2 − i1 ≤ i1,
which implies that i3 ≤ i2 + i1 ≤ 3 · i1. Continuing this argument, it follows
easily that in general:

ij ≤ j · i1 for j = 2, 3, .... (12)

Applying (5), we have A(1, k) = k. It is also easily seen that A(j, k) ≥
A(j − 1, k) for j = 2, 3, .... The proof is omitted for brevity reasons. There-
fore, A(j, k) ≥ k for j = 1, 2, .... Combining this bound for A(j, k) and that for
ij as given by (12), we obtain from (11):

Pr∗cHit ≥(1 − q)k + k · (1 − q)k+i1 · [1 + q · (1 − q)i1 + q2 · (1 − q)2·i1 + ...] ⇒

Pr∗cHit ≥(1 − q)k + k · (1 − q)k+i1

1 − q · (1 − q)i1
{since q · (1 − q)i1 < 1} 	


We have so far provided an upper and a lower bound for Pr∗cHit for 1
2 < q < 1. We

proceed to investigate the distance between these bounds, which expresses their
accuracy as an approximation of Pr∗cHit. Notice that the value of the distance
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depends also on i1, which can be computed from (4) employing the values of
p0, u0 and δ. Recall that we have implicitly assumed in our analysis that the
user considered is competitive, which implies that p0 is not much larger than u0.
Users generally select large values of α (i.e. close to 1), in order to avoid very fast
decaying of their marginal utility. Therefore, in order to simplify our study on
the bounds on Pr∗cHit, we restrict attention to small values of k only, which are
the ones of practical importance, and we approximate i1 with k. (Notice that,
for α = 1 and p0 = u0, we have i1 = k .) As depicted in Table 1, the difference
of the two bounds is very small if q ≥ 0.6. This distance increases significantly
for q ∈ (0.5, 0.6) and is unacceptable for k = 2 and k = 3. Additional numerical
results show that the accuracy improves again for large k.

Table 1. The distance of the bounds of Pr∗
cHit as a function of k and q

7 Studying the Resulting User Resource Allocation
Patterns

Recall that for the user considered, his marginal utility is topped by the auction
price at t = 0. If the marginal utility exceeds again the auction price for the
first time at time t, then the gap length is defined as t. The computation of the
average length can be done numerically as follows: First, we compute k, and
ij for j = 1, 2, .... Then, we compute numerically Prhit(t) from (6). In order to
compute the average gap length, we must distinguish two cases:

– 0 < q ≤ 1
2 : In this case, since the probabilities Prhit(t) sum to 1, it suffices

to add the products of all possible gap lengths j + ij + k with the respective
hitting probability Prhit(j + ij + k).

– 1
2 < q < 1: In this case, since the sum of probabilities Prhit(t) do not sum
to 1, we add the products of all possible gap lengths j + ij + k with the
respective hitting probability Prhit(j + ij + k); then we normalize, and by
dividing this sum with the sum of aforementioned probabilities, that is with
the limit Pr∗cHit. Therefore, in this case we compute the conditional average
gap length, given that the user does re-enter.

Therefore, the average gap length AGL is given by:

AGL =

{∑∞
j=1 Prhit(j + ij + k) · (j + ij + k), if 0 < q ≤ 1

2
1

Pr∗
cHit

· ∑∞
j=1 Prhit(j + ij + k) · (j + ij + k), if 1

2 < q < 1 .
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Fig. 3. The average gap length as a function of q for u0 = 100, δ = 10, α = 1

Numerical results are depicted in Fig. 3 for α = 1. The values of the average
gap length are symmetric with respect to the axis q = 1

2 . Note that for values of q
that are very small the user is most likely to top the auction’s price immediately
(after 1 price decrease at the next auction), hence resulting in a value of the
average gap length that is very close to 1. Also, for values of q close to 1 the
same values of AVG apply, since in this case the user’s bid will either become
winning again immediately or this will never happen.

The simulation results reported in [1], indicate that the vast majority of user
resource allocation patterns are either perfectly consistent (high-value users) or
comprise very few resource allocations (non-competitive users). For users whose
value is often close to the auctions’ cutoff prices, it has been observed that their
respective resource allocation patterns are typically in accordance with that
depicted in Fig. 1 (a), having few, large gaps; the less preferable patterns with
frequent small-sized gaps (like those depicted in Fig. 1 (b)) are rare as required.
These phenomena are captured by our model. Indeed, users whose bids are often
close to pt can be viewed as participating in an auction with q � 1

2 and thus the
gaps of their resource allocation patterns are expected to be large.

8 Validation and Usefulness of the Model

The analysis of the paper was based on the assumption that it suffices to model
the auction’s cut-off price by means of a random walk model. In this section,
we provide an experimental evaluation of the proximity of the estimate of the
model of Sect. 3 regarding the average gap length to that obtained by auction
simulations.

The methodology we adopt is the following: We run various auction simula-
tions where a large population of competing users bid for resources, (see [1]).
After each auction, we store the users who have gaps in their resource allocation
patterns, their respective u0 and the gap length. Then, we define an equiv-
alent random walk model: We estimate the probability q of price increase in
the equivalent random walk by dividing the number of price increments of the
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actual auction with the total number of price fluctuations. We also estimate the
step δ by averaging the actual price differences |pt −pt−1| throughout the actual
auction. After running a large number of simulations of the auction, we group
together those users that have gaps1 with similar u0 and competed in auctions
that can be described with similar δ, q. For each such group, we compute the
mean actual gap lengths obtained in the experiments; this is then compared to
the average gap length derived by means of the equivalent random walk model
using Mathematica. Such comparisons reveal that in most cases our model pro-
vides a very good approximation of the actual gap length arising in the simulated
auction. A typical example is provided in Table 2: in three simulation runs a to-
tal of 10 gaps for users with u0 � 272, q � 0.61, δ � 16 were recorded. Their
mean gap length was 3.3636 while our random walk model gives for the same
u0, q and δ an average gap length of 3.4883.

Table 2. Typical experimental results demonstrating the accuracy of our model

Auction Auction simulation results (α = 0.99) Estimated R. Walk
(u0, Gap size) q δ

1 (274, 2), (274, 1), (269, 2) 0.62 15.9
2 (262, 5), (262, 3) 0.59 15.9
3 (276, 7), (276, 3), (276, 2), (278, 7), (278, 2), (278, 3) 0.62 16.1

Equivalent random walk model: u0 = 272, q = 0.61, δ = 16

Next, we explain how the model can be employed in order to support users.
Recall that users select a utility function on the basis of which the network bids
on behalf of the users; see Sect. 3 and [1]. Note that the user’s selection of α
is of particular importance for the QoS attained. The higher α the higher the
probability of user’s re-entry and the lower the average gap length experienced,
but also the higher the charge. Therefore, budget-constrained users whose u0 is
often close to the auction cut-off price end up with a small net benefit. Therefore,
it might be more profitable for the bids of such users to be losing in some
auctions, as long as the resulting gaps are of acceptable sizes. Hence, by selecting
an appropriate value of α, a user can affect both the QoS experienced and the
expected net benefit to be attained from the auction. The best choice of course
depends on the user’s sensitivity with respect to the QoS versus the respective
charge. Clearly, the user should employ in this selection process a proxy of the
expected QoS level. The average gap length computed by means of the random
walk model can definitely be used, and as already explained it constitutes an
accurate estimate. To better illustrate these ideas we present certain numerical
results in Table 3, which shows the sensitivity of the average gap length with
respect to α ∈ [0.960, 0.999] for the equivalent random walk model of Table 2.
We assume that we are in the context of a UMTS network where a new auction
is run every 10 msec [1]. Clearly, QoS-sensitive users should opt for a value of
α in [0.99, 0.999], while those more interested in attaining a somewhat lower
1 Note that a user may experience multiple gaps in his resource allocation pattern.
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charge than receiving almost perfect QoS should select α in [0.965, 0.990]. On
the contrary, any selection of α < 0.96 results in an average gap length of more
that 500 msec, and thus it should be avoided.

Table 3. Sensitivity analysis depicting the relation of the value of α involved in the
user’s utility/bidding function and the respective expected average gap length

Average Gap Length sensitivity analysis
(model parameters: u0 = 278, q = 0.355, δ = 10.9)

α: 0.955 0.960 0.965 0.970 0.975 0.980 0.985 0.990 0.995 0.999
AGL: 53.06 51.85 30.89 27.78 24.08 18.37 12.57 7.08 4.34 3.47

9 Conclusions

In this paper, we have analyzed the mechanism of [1], where users participate in
a series of consecutive sealed-bid auctions, aiming at reserving the same amount
of units of the resource auctioned. We have introduced a random walk to model
the fluctuations of the auctions’ cut-off price. Using this model, we have studied
the resource allocation patterns of a user whose utility/bidding function remains
constant as long as the user’s bids are winning while it is exponentially decreas-
ing in case the cut-off price exceeds the user’s bid. Finally, we have provided
experimental results validating the model and demonstrated how it can be used
in order to support the user in the selection of one of the parameters for his
bidding function.
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Abstract. We introduce a simulation-based approach to the problem
that mobile users may face in a multi-provider environment when seeking
to satisfy their demand for bandwidth; if they are allowed to satisfy their
individual demands by aggregating shares from two or more providers
the problem becomes one of resource allocation in a competitive market.
We use the Progressive Second-Price auction at each provider, exploring
the properties of three bidding strategies. Simulations aim at learning
whether the auction converges at each seller when bidders, either make
coordinated or non-coordinated decisions among auctions, or comple-
ment already secured shares by bidding at other auctions. Aggregate
measures of welfare and sellers’ revenue are obtained for each simulation
run.

1 Introduction

The introduction of IP for packeting, routing and transportation of digital infor-
mation in data communication networks has opened up a tremendously broad
range of possibilities for the creation of innovative services. Wireless networks are
no exception to this trend; traditional cellular telephony providers as well as new
entrants are already operating IP-based services in networks of the second (2G)
and third (3G) generation. The next generation of wireless networks (NGWN),
which currently emerge from cellular network standards and wireless data com-
munications networks, promises to be an all-IP ubiquitous network,capable of
providing multiple service types with guaranteed quality of service [1].

IP-based wireless networks introduce new network management paradigms,
especially with reference to resource allocation. When resource allocation is con-
sidered, it is convenient to break the problem up in accordance to its particular
definition and design on each layer of the Internet protocol. If a whole approach
to resource allocation is to be attempted, two functions need to be considered:
subscription and access. Both describe stages in the transaction between provider
and users when purchasing services from a network. A network provider hands
in a contract to a consumer by which a commercial relation is begun; consumers
count as subscribers to the network. When subscribers need to activate their
connection, they must get access to network resources - for instance, bandwidth.
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One of the most exciting implications of such technological progress is the
possible erosion of the subscription paradigm. As new providers step into the
market for individual consumers, the flexibility provided by more efficient and
adaptive networks will make it possible for consumers to demand access from
a network where no previous subscription contract had been signed. Therefore,
networks will have to compete for consumers ”on-the-spot”. The central issue
of this paper is the modelling of a new resource allocation scenario implied by
NGWN. In such a scenario, two or more wireless operators serving a common
service area will see mobile users demand connection to their networks. We
assume that a competitive wireless multi-provider setting may well be endowed
with a competitive access bidding mechanism. Therefore, any wireless provider
herein considered is assumed to solve its resource allocation problem at the access
level using an auction.

Pricing schemes consisting of a flat fee provide wrong incentives for resource
utilization. Such schemes risk rendering the network inefficient as users, un-
aware of their impact on the efficient utilization of resources, tend to behave as
the exploiters of a common resource with the known consequences of over con-
sumption known as ’the tragedy of the commons’ [2]. When a limited resource,
such as bandwidth, in an access link is consumed on a flat-fee payment basis,
the main concern for the operator is congestion. If the network keeps admit-
ting new connections above a certain level, the consequent degradation of the
quality of service will make users turn away. This is especially true in wireless
access networks as, despite the development of new technologies, capacity is still
of concern. Therefore, a mechanism is needed that will charge an amount that
aims to compensate for the effect that any user has on others and, at the same
time, provide disincentives for over-utilization.

This paper is organised as follows: in Section 2 the PSP auction is revisited; in
Section 3 we formulate the main problem studied here; in Section 4 we introduce
three bidding strategies and in Section 5 we present the results of extensive
simulation trials. Conclusions and future research are discussed in Section 6.

2 The Progressive Second-Price Auction

The literature on the design of pricing mechanisms for congestion control and
charging mechanisms presents an interesting application of the Vickrey auction
[3]. When considered as a divisible amount, bandwidth becomes a ’divisible’
object to be allocated among agents searching for network resource through
a competitive bidding process. Semret [4] introduces the Progressive Second-
Price (PSP) auction, an application of the Generalised Vickrey (GV) auction,
to allocate divisible objects, in which a bidder submits a quantity and a price
to an auctioneer who, in return, will tell the bidder how much of the requested
quantity he will get and the overall cost per time unit to be charged.

The Vickrey-Clark-Groves (VCG) mechanism is an incentive-compatible
mechanism with additional properties: VCG is efficient (i.e., it maximises so-
cial welfare) and individually rational (i.e., it guarantees that any agent joining
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the mechanism derives a non-negative utility) [5]. The PSP auction inherits all
these properties.

Let us suppose the seller’s network has a capacity of Q units. In a PSP auction
any user submits information consisting of two values: the desired share of the
total resource qi and the price pi he is willing to pay for it. The auctioneer
allocates a share ai of the resource to player i at the cost ci. The allocation rule
assigns player i bandwidth ai equal to the minimum value between his capacity
bid, qi, and the remaining capacity after all those capacity bids, qk, whose prices
beat i′s bid (pk ≥ pi) are subtracted from the total capacity Q to be allocated.
In other words, the allocation rule is:

ai(s) = qi ∧
⎡
⎣Q −

∑
pk≥pi,k �=i

qk

⎤
⎦

and s represents the set of bids by i, denoted as si and by the rest of the players,
denoted as s−i. The payment by any agent i is a weighted average of the (unit)
prices offered by the other agents; each weight is the incremental capacity from
including j in the auction. The pricing rule can be written as:

ci(s) =
∑
j �=i

pj [aj(s−i) − aj(si; s−i)]

Events such as a new user attempting to join the network or another user
leaving trigger the search for a new equilibrium and prompt users to start the
submission of new bids. In order to guarantee the convergence of the algorithm a
bidding fee ε has been introduced to let bidders change their bids only when the
gain in net benefit is large enough. This is expressed in [4] as a modified concept
of equilibrium known as ε-Nash equilibrium. From a technical perspective, the
algorithm produces a minimum of signalling overhead since only two values have
to be submitted.

Several extensions and modifications of PSP have been proposed. The most
prominent one is the multi-bid auction by Maillé and Tuffin [6]. Instead of send-
ing single bids in each auction round a player submits his demand function,
which is actually a stepwise, descending price schedule, to the auctioneer. This
avoids the convergence phase to reach equilibrium.

3 Procuring Resources in a Multi-provider Setting

We are concerned with the following problem: bidders may participate in two
or more auctions occurring simultaneously. At each auction, network capacity
or bandwidth is being offered. Each bidder is seeking to win an amount, which
he can procure from multiple sources in any combination. We would like to ex-
plore what constitutes an optimal bidding strategy for a bidder. Being incentive-
compatible, PSP will be considered as the mechanism implemented at each seller.
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In the problem herein considered, consumers seek bandwidth to fulfil their needs
for communication services. Two or more providers may provide access to the
users’ mobile terminals through the auctioning of bandwidth. Auctions occur
simultaneously. Each user is seeking to win an amount of bandwidth, which he
could procure from one or more sources in any combination.

In the case of several multi-unit auctions with users requesting one or more
objects, the literature does not provide a solution in which direct mechanisms
at each seller elicit truthful (incentive-compatible) bids from the bidders when
bidders are allowed to satisfy their demands by adding shares from several sellers.
Some progress has been done when studying the problem faced by the bidder
when each of two auctioneers has a single unit to auction and both use either a
first-price or a second-price auction [7].

Let us assume that a bidder needs a given amount (share) of a divisible good
and there are two sellers which can provide the good. The objective of each bidder
participating in the market is to maximise the individual utility derived from all
auctions. We cannot assume beforehand that each bidder will be motivated to
report truthfully to each auctioneer in the marketplace. When a user needs to
procure a resource from a divisible resource being auctioned, he faces the problem
of finding an adequate bidding strategy. In one line of analysis we must consider
the bidder who seeks to source from one provider as opposed to sourcing from
several providers. The former situation might, for example, apply to mobile users
which are restricted in terms of hand-over or handset capabilities. In the latter,
users may be able to bundle resources from several wireless providers. Bundling
of resources can, for example, be used by stationary users with adaptive services
to increase bandwidth for data transfers or video streaming.

4 Bidding Strategies

To explore possible bidding strategies for both, single-source and multiple source
bidding agents, different policies have been defined and implemented in the sim-
ulation environment. We restrict our attention to sequential bidding strategies
in which agents submit only one non-zero bid to one auction. A exception is the
BidAll strategy, in which agents submit bids to all auctions simultaneously.

BidAll: With this bidding strategy bidders behave as if they were independently
bidding on both auctions. No coordination of submitted bids takes place and
agents bid on both auctions. Since bids are not coordinated this strategy is not
truthfully revealing an agent’s preferences to the system. If a bidder receives
resources from several providers in equilibrium, he risks paying more than its
marginal value when adding up resources from all auctions. In this case, a bidder
would pay a negative rent for the resources obtained and would be better off by
not bidding at all. The simplified algorithm for BidAll is given as Algorithm 1.

UtilityBased: The UtilityBased bidding strategy coordinates bidding on several
auctions by comparing the utility expected to be received and selecting the
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Algorithm 1. BidAll Bidding Strategy
loop

Receive results from all active auctions
for all active auctions do

Generate a truthful reply
if truthful reply can be generated then

send new bid to auction
sleep for 1 second

auction with the highest utility in each period.1 Only one new bid is submitted
in each period. Bids from previous periods stay active but might be overbid
by other bidders in the following rounds. With this bidding strategy a bidder
reduces his risk of overbidding since he only sends one truthful reply in each
period. However, in equilibrium, bidders can potentially end up with resources
allocated from more than one auction as bids from previous periods might be
still winning bids. An algorithmic description of UtilityBased is presented as
Algorithm 2.

Algorithm 2. UtilityBased Bidding Strategy
VARIABLES: highest auction
loop

Receive results from all active auctions
for all active auctions do

if truthful reply can be generated then
if expected utility from truthful reply > utility[highest auction] then

Save current auction index in highest auction
else if received utility > utility[highest auction] then

Save current auction index in highest auction
if for highest auction a truthful reply can be generated then

send new bid to highest auction
sleep for 1 second

ComplementaryUtility: This bidding strategy implements the idea of ”dividing
up” the demand for bandwidth between auctions. In each step the auction with
the highest utility is determined and a new bid is sent out. Other auctions with
lower utility are seen as additional sources to ’complement’ the resource alloca-
tion from the highest auction. But instead of risking to overbid at other auctions,
a bidder adapts his demand function by subtracting the quantity expected on
the leading auction. This lowers the chances of winning on other auctions but
prevents overbidding situations since the bidder is truthfully revealing his value
under the assumption that results on the first auction can be achieved. Figure 1

1 We define the expected utility as calculated from the bid to be submitted and the
expected utility as the consumers welfare obtained from the share of resources won
in the last round.
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Fig. 1. Definition of valuation functions for subsequent auctions

shows how the demand functions for subsequent auctions are implemented. If
an agent has obtained q1 from the auction with the highest utility it can form a
new valuation function beginning at q1, v(q1), which can be used for other auc-
tions, complementing the already obtained resources. Algorithm 4 depicts the
simplified algorithm for ComplementaryUtility.

Algorithm 3. ComplementaryUtility Bidding Strategy
VARIABLES: sorted auction list[ ], i
loop

Receive results from all active auctions
for all i = active auctions do

if truthful reply can be generated then
Sort result into sorted auction list[i]

for all i = auctions in sorted auction list[ ] start with the highest do
if for sorted auction list[i] a truthful reply can be generated then

send new bid to sorted auction list[i]
form a new valuation function with remaining utility

sleep for 1 second

5 Simulation Approach

We employ simulation as the main research methodology. Simulation allows us to
translate the defined bidding strategies into software code and to directly observe
equilibrium results with several settings and with different input parameters.
Since bidding within the PSP context happens in multiple rounds we are also
able to observe the bidding behaviour over time as well as the progression of
aggregated values such as provider revenue or overall social welfare.

While in principle it is possible to use mathematical modelling to obtain exact
results in terms of convergence and equilibrium results, we believe that because
of the complexity introduced by the competitive setting and the ability of bidders
to obtain results from multiple sources, closed solutions can only be expected
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in a very few and specialised cases. Therefore, we see simulation as a tool for
discovering the emergent properties of the developed bidding strategies and to
apply a more rigorous analytical analysis in a second step.

Additionally, simulation allows us to gain a richer picture of the proposed
bidding strategies, which are impossible to analyse with alternative research
methods. For example, we can introduce an additional bidder when a market
has already come to equilibrium an observe the consequences in terms of con-
vergence time and allocation of resources. For the development of the simulation
platform we have made use of the standard development techniques described in
the literature (for an overview see e.g., [8]). This especially applies to the model
verification after the basic implementation and the design of the simulation
experiments.

The general simulation platform, which has been developed with the objective
of reusability and openness toward alternative market mechanisms, has been de-
veloped in Java using the Java Agent DEvelopment Framework (JADE)2. JADE
provides a middleware concept to set up multiple, independently acting software
agents. Each market participant can be modelled as a separate agent entity with
a specific behaviour profile. This also allows for the setup of a mixed agent pop-
ulation in which each agent employs a different bidding strategy. The JADE
communication protocol provides a simple implementation of agent interaction
in form of messages. Additionally, JADE provides a generic discovery service to
dynamically identify other agents with certain properties.

A detailed discussion of the simulation architecture and the developed agent
ontology can be found in [9].

6 Experimental Results

We have conducted two types of experiments. In the first type of experiments
input, parameters are deterministic but due to the timing of events (for example,
in which order bids are submitted to the auctioneer), different results can emerge.
The second type aims at understanding the dynamic behaviour of the proposed
bidding strategies. Users profiles are randomly generated.

We assume that agents use a second-order (parabolic) valuation model of the
form

θi(q) =

{
− pi

2qi
q2 + piq for all q ≤ qi

piqi

2 for all q > qi

The parameters pi and qi can be interpreted as follows: pi defines the marginal
unit price of player i at quantity 0, and qi defines the maximum quantity share a
player wishes to win. This type of valuation function has been proposed and sub-
stantiated by Semret [4] and simplifies the implementation of the corresponding
calculations by the simulator.

2 A more detailed description of the JADE environment can be found at http://jade.
tilab.com
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6.1 Scenario 1: A Five-Bidder Case with Two Providers

A very simple setup, in which five agents have access to two providers, is used
to demonstrate the basic properties of the three bidding strategies.

In Scenario 1 two wireless networks and five customers are represented by
software agents. All customers have access to both wireless network providers,
which offer resources of Q(1) = 60 and Q(2) = 40, respectively. The factor ε has
been set to 10 and bidders update their bids every 300msec. The values of q and
p for each bidder are (90,10), (85,12), (80,15), (70,20) and (65,22).
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Fig. 2. Requested quantities of BidderAgent4 over the simulation period with each of
the proposed bidding strategies

For each bidding strategy we run an experiment and record the results over
time, showing the results obtained by BidderAgent4 in Figure 2. As expected,
with the BidAll bidding strategy, bidders reduce their demand on all auctions
until equilibrium is reached. The same behaviour can be observed for the Utility-
Based strategy. However, several steps are undertaken when bidders stay inactive
on one auction while bidding on the other auction. This process delays the final
convergence to equilibrium.

The behaviour of ComplementaryUtility differs from both other strategies be-
cause no smooth convergence to equilibrium can be observed. Instead, bidders
change bids on both auctions erratically depending on their opponents’ pro-
files received from the last round. While a stepwise convergence (bidders start
to decrease their bids continuously) can be observed for short time intervals,
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Fig. 3. Aggregated social welfare over the simulation period with each of the proposed
bidding strategies

the strategy is non-converging in general. However, due to the simple setup of
the simulation experiment we can observe that the market achieves a ε-Nash
equilibrium. Since the experiments are conducted in an agent-based simulation
environment without central synchronisation, the equilibrium and the conver-
gence process depend on the order of bids submitted. Therefore, results differ in
each simulation run.

In a second experiment we have tested the relation between the factor ε and
the convergence time to equilibrium. While for the two converging bidding strate-
gies a clear relation between an increasing ε and a decreasing convergence time
can be observed, the relation for the ComplementaryUtility is not obvious.

Besides convergence, we are also interested on the performance of the system
measured through the aggregated welfare in equilibrium. Aggregated (social)
welfare is defined as the sum of the revenue and the consumer surplus for each
simulation run and is measured in a fictitious monetary unit. For the given
example we can analytically derive the optimal allocation and resulting maxi-
mal welfare to be 1465.85. Figure 3 shows the progression of aggregated welfare
over time until equilibrium has been reached. It can be observed that with the
BidAll strategy and the UtilityBased strategy the equilibrium reached is not
welfare maximising. With an aggregated social welfare of 1459.1 the Comple-
mentingUtility strategy reaches an outcome in equilibrium that is within the
ε-Nash boundaries. For this special case we can therefore conclude that this
strategy allocates efficiently.
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Fig. 4. Aggregated social welfare when shifting resources between auctioneers from
[50,50] to [100,0]

So far, we have kept the allocation of resources between the two auctioneers
fixed. In the next experiment we aim at understanding the change in aggregated
social welfare when the relative share of resources between providers is gradually
changed. For each bidding strategy, 50 experiments were conducted. In each
run the distribution of resources between the two providers was changed from
Q1 = 50, Q2 = 50 to Q1 = 100, Q2 = 0. When the equilibrium at both auctions
was reached, the values for revenue and consumer surplus were recorded for all
bidders. Figure 4 shows the aggregated social welfare for each possible allocation
of resources between the two providers.

A prominent result is that for the two bidding strategies, BidAll and Util-
ityBased, the total welfare generated by different combinations of proportions
in which providers supply the access market approaches the maximum as one
seller’s share becomes larger than the other’s. There is some loss in efficiency
when the market is equally supplied in comparison to the one-provider situ-
ation. The ComplementaryUtility strategy produces equilibrium results which
are in the defined bounds of the 2ε interval. Since agents seem to bid more care-
fully when using the Utility Based strategy, because they only submit a new bid
when it provides a higher utility than the current bid does, we would expect such
strategy to improve consumers’ surplus over the BidAll strategy. However, when
providers equally supply the access market, UtilityBased yields more revenue to
them than BidAll does.

6.2 Scenario 2: Bidding Behaviour in a Complex Scenario

For the second simulation scenario we define a more complex setting and ran-
domly create agent profiles and locations. We can summarise the setup as follows:

– Two network providers are running running four access points (AP) each to
cover an area of 500 by 500 units. Access points are represented by agents
offering network resources. The entire area is covered by both providers.
Each access points offers a capacity of Q = 300.

– 100 user agents are randomly distributed over the service area. All users
have a constant maximum demand of q̄ = 50 and a maximum marginal unit
price p̄ generated from a uniform distribution on the interval [10, 20]. All
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agents have access to only one provider, which has been randomly selected.
If a user can access more than one AP it selects the AP closest to him.

– 70 agents initially request service. 30 agents join the market place at t =
100sec. 50 randomly selected agents leave at t = 220sec.

– One agent with q̄ = 50 and p̄ = 15, which has access to both providers,
is located at position (200, 200). In three different experiments he uses the
BidAll, UtilityBased, and ComplementaryUtility strategy, respectively.
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Fig. 5. Summed requested and received quantities for the bidder with access to two
providers under the three bidding strategies

In all experiments we record the requested and received resources for this
agent. Figure 5 shows the results. With the BidAll strategy the agent is able to
acquire the the highest amount of resources. However, since bids to the different
auctions are not coordinated, he also receives more than his actual demand for
some time periods. While the total price may not be above his willingness-to-pay
he captures units of the resource, which bring no additional value to him.

With using the second bidding strategy we observe that while overall re-
quested quantity is comparable to the BidAll strategy. However, since the player
is coordinating his bids, the received quantity is not larger than his maximum
demand for longer periods of time. This is because a bidder may still have a
valid bid in an auction but is not updating it any more because resources on
other auction places have become more attractive.
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With the ComplementaryUtility strategy the player bids much more cau-
tiously. The received quantity always stays below the maximum demand. Com-
pared to the other two strategies the identification of equilibrium is erratic and
the process to get to a stable allocation takes much longer. This is especially
true for the second time period, when a total of 100 players are present in the
market.

7 Conclusion

In this paper we have presented a simulation approach to three bidding strategies
if players are allowed to satisfy their individual demands by aggregating shares
from bidding for resources at two or more auctions. We have endowed each seller
with the Progressive Second-Price auction, which provides a rich framework as
the auction implemented at a single seller is efficient and incentive-compatible.
Simulations aim at learning whether the convergence properties of PSP hold
at each seller when bidders either make coordinated (UtilityBased strategy) or
no coordinated decisions among auctions (BidAll strategy), or complement their
already won share at a given auction by bidding at other auctions if they need to
(ComplementaryUtility strategy). Results provide an idea on how social welfare
is affected by the aggregated behaviour of the bidders. Also, we can observe how
the different bidding strategies influence the bidding behaviour of a single bidder
when given the option of having access to multiple service providers.
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Abstract. Today, Peer-to-Peer applications are predominant on the in-
ternet when considered in terms of its traffic consumption. However apart
from Skype, their commercial success is still very limited. This is due to
the difficulties faced when trying to implement crucial functionality such
as accounting and charging without violating the Peer-to-Peer paradigm.
A fully decentralized accounting scheme based on tokens was presented
by the authors last year. In this paper we analyse the interactions be-
tween token-based accounting and charging in order to enable peers to
charge for their services. We present three different charging schemes us-
ing tokens as (1) pure receipts, as (2) Micropayment, and as (3) bill of
exchange. These schemes are evaluated based on the provided security
and the overhead traffic introduced into a Peer-to-Peer system.

1 Motivation

Apart from Skype, the commercial success of Peer-to-Peer (P2P) applications
is negligible. Internet Service Providers believe that the future of P2P is very
promising in the combination with Triple Play [1], due to the strong interest of
customers today in private content, which can be delivered efficiently using P2P.
Besides this, other P2P applications have been envisioned whereby peers have
to pay for services which they receive. However, it is still an open question for
service providers how to charge for the services within a P2P system. A basic
requirement for P2P business applications is a P2P architecture which supports
commercial services. Often such an architecture is provided by the manufacturer
[2, 3]. In this paper, we do not consider payment models used by the manufacturer
to charge the peers using his P2P platform. Instead, we focus on the P2P business
applications whereby peers charge for their services delivered.

The requirements for an architecture suitable in supporting such business ap-
plications and related work about charging systems are summarized in Sect. 2.
A core requirement is a reliable, trustworthy accounting mechanism that com-
plies with the P2P paradigm [4]. We have developed a token-based accounting
mechanism which fulfils these requirements (see [5]). A short overview is given
in Sect. 3. In this paper, we present and analyse three charging alternatives
which can be added to our token-based accounting scheme. These alternatives are
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presented in Sect. 4. In Sect. 5 we compare the different alternatives in terms of
the transaction costs born by the peers. In Sect. 6, we draw the conclusions.

2 Requirements for P2P Business Applications

Peer-to-Peer business applications that offer service providers the possibility to
charge money for their services have to fulfil several requirements. The funda-
mental mechanism needs to be able to determine supply and demand, both of
which can be determined using the search functionality in P2P. Further require-
ments include pricing, metering and accounting, charging, billing and payment
[6, 7, 8, 9, 10]. We will now present the process from pricing to the final payment
together with the related work.ta

Pricing. Before peer A requests a service from peer B, first, both peer A and B
must agree on the service and its price. This price will be expressed in the form
of a tariff. There are several options for determining a price, e.g. negotiations
or auctions [11, 12, 13]. For a fair market the availability of price information is
important. Price or tariff distribution is discussed e.g. in [14].

When A and B agreed on both service and price, the service will be delivered
(e.g. the file will be uploaded by B to A). This period is called service session.
During the service session, other functions mentioned above are also required.
Several integrated frameworks in different fields of the Internet have been pre-
sented [15, 16].

Metering. Metering is the process of objectively observing events happening
within the P2P system and communicating them to the accounting system. In
P2P systems metering is limited to local observation

Accounting. By using information from metering, accounting creates receipts
and may distribute these within the system for storage. Thus, receipts contain
information about the events which the peers claim to have happened. It is
the most objective information about service sessions available. Examples of
accounting mechanisms for P2P systems are [17, 18, 5], see also next section.

Charging. Charging combines the accounting information provided, with the
tariff which the transaction partners agreed upon and calculates the charge,
the actual amount of money the service requestor has to pay to the service
provider. Charging can be an ongoing process during the service session, an once
only process at the end of the service session, or even an aggregating process
over several service sessions. Examples for P2P based systems are [19, 18]. The
charging information is fed into a billing and payment system.

Billing and Payment. The billing functionality creates a bill which states, among
with other information, the amount that the requestor has to pay to the provider.
As money is something external to the P2P application, we also assume that the
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P2P application will use a billing and payment system which is external for the
P2P application. The different options for payment are e.g. direct money transfer
between bank accounts, online payment systems like PayPal [20], Micropayment
systems like eCash [21].

Obviously, there are many alternatives for how a P2P platform for business
applications may be built. Examples include the projects MMAPPS [22] and
P2P Yardsale [23]. Examples from other domains include [15, 16].

3 The Token-Based Accounting System

The basic concept of our Token-based Accounting Scheme (TbAS) involves a
service requestor paying tokens in return for a service provided. Tokens serve as
receipts for services provided. Every token has an associated owner, i.e. only the
owner may spend his tokens. Accordingly, service providers will collect foreign
tokens from various service requestors. A service provider cannot respend foreign
tokens he collected but only exchange them in the so-called token aggregation
process against new own tokens. This process of issuing new own tokens is fully
decentralized and therefore follows the P2P paradigm. The exchange of tokens
using a flexible exchange function enables the limitation of the number of tokens
which a peer may possess. This allows the introduction of incentives for service
provision within the P2P system. Further, behavior rules can be enforced by
relating observed peer behavior with the number of new own tokens a peer
receives in a token aggregation process. Next, the building blocks of the TbAS
are explained in more detail. For further details please refer to [5].

3.1 Token Structure

New tokens contain the owner’s identification, e.g. the owner’s public key, and
a unique ID. To ensure integrity of this information and to prevent forgery of
tokens, they are signed with the system’s private key (SignatureSK) (see Sect.
3.3 and Fig. 1 (a)). The unique ID allows the detection of double spending. When
the owner spends a token, he has to add the required accounting data, which
includes the service provider, and then sign the token with his private key in order
to achieve information integrity. The token structure is shown in Fig. 1 (a). A
token is not anonymous because its main purpose is to provide accountability
in a P2P system. However, using the cryptographic scheme presented in [24],
anonymity could also be added if desired.

3.2 Payment Process

The payment process of the TbAS is depicted in Fig. 1 (b). In order to prevent
double spending, for each peer in the P2P system there exists a set of third
peers (the so called account holder set) which keep track of the tokens issued
to a peer and tokens spent by the peer. Before a service session begins, the
requestor discloses to the provider the IDs of the tokens the requestor intends
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to spend for receiving the service (see Fig. 2 (b)). Now, the provider can check
if these tokens are valid. To avoid that the requestor double spends the tokens
in a parallel transaction, account holders will mark these tokens as intended to
be spent. Thus, double spending is avoided.
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Fig. 1. Token structure and payment

3.3 Token Aggregation Process

After a peer has collected foreign tokens, it will have to exchange these foreign
tokens against new own tokens in order to receive further services. The token
aggregation process will determine the amount of new tokens the exchanging
peer should receive and create a signature with the system’s private key on the
new created tokens to provide validity. The process is depicted in Fig. 2 (a).
In order to create the system signature in a fully decentralized way, a subset
of peers of the P2P system is selected as so-called trusted peers based on their
reputation (the TbAS assumes that a reputation system is present within the
P2P system). The exchanging peer (EP) sends its foreign tokens to a trusted peer
(TP1). TP1 calculates the amount of new tokens to be created using the global
aggregation function. It creates the new tokens (without system signature) and
sends their IDs to EP’s account holder set (see Fig. 2 (b)). The account holders
update the list of tokens available to EP. Now TP1 further chooses k trusted
peers who create the system signature using the threshold cryptography scheme
presented in [25]. The system’s private key is split into parts and each trusted
peer owns one of these parts. k key parts are required to create a signature with
the system’s private key. Each trusted peer involved sends the tokens signed with
the partial key back to EP, who reconstructs the final system signature. In this
way, the system’s private key is not compromised.

3.4 Token-Based Accounting Scheme as Incentive Scheme

We have studied the use of TbAS in a file sharing scenario, whereby users pay
one token per 1 MB of file size in order to receive the file. Whenever a peer does
not have enough tokens to download another file, the peer exchanges foreign
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Fig. 2. Aggregation and double spending protection

tokens collected against new own tokens. Each peer receives a specific amount
of tokens upon entering the P2P system.

In [26], we examined the file sharing scenario for different aggregation func-
tions. We have shown that the idea of using tokens as virtual currency (aggre-
gation function set to N = F (N =amount new tokens, F =amount foreign
tokens)) will lead to market failure in the presence of altruistic peer. Altruistic
peers provide much more services than they consume and therefore accumu-
late the majority of tokens in the P2P system. Accordingly, other peers do not
have the possibility to redeem enough own tokens to be able to request further
services. This problem can be solved by using weak or asymmetric incentives.

Now we consider the use of the accounting mechanism within a P2P mar-
ket, where users pay actual money for receiving services. For these scenarios a
charging system has to be added.

4 Charging Based on Token-Based Accounting Scheme

This section covers three possible alternatives for charging within a P2P applica-
tion where users pay actual money for receiving services. Thus, we assume a P2P
application providing the functionality as described in Sect. 2. Further, we assume
that each peer owns a private/public key pair which enables it to provide legally
valid signatures. This means that before a service session starts, the peers agree on
the service to be provided and a tariff for calculating the charge of the service.

4.1 Tokens as Receipts

Concept. The service requestor (A) will send one or several tokens to the service
provider (B) as receipt(s) for delivered service. B can use these tokens to demand
payment from A via a prior agreed billing and payment system. Each peer can
request any amount of tokens using the token aggregation protocol. Tokens are
not exchanged, only new ones are created.
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Discussion. Here, tokens serve the same purpose as receipts created by trans-
action partners without having to be issued before. Receipts not issued must
remain non-forgeable and double spending has to be detectable. This however
does not have to be system wide but only between the transaction partners.
Both are easy to achieve through the use of signatures and unique receipt ID.
Thus with the TbAS, it seems unnecessary to issue receipts.

However, such issuing of receipts offers the possibility of decentralized control
within P2P systems. E.g., it can be controlled who is allowed to participate
in the P2P system. This can be used to exclude peers with a bad reputation.
Further, the number of tokens available to a peer can be limited. Thus, a peer can
do only a limited number of transactions between two token aggregations. This
limits the danger of misuse of the reputation system, as seen at eBay; A person
could be well behaved until he has a high reputation value; then suddenly he
starts to defraud his customers by not sending the purchased good. The person
could continue this for some time until it becomes clear that he is a fraud. The
limitation of the number of tokens available to a peer is possible, because peers
aggregate tokens only after a transaction is completed to mutual satisfaction. To
further limit possibilities of fraud, for higher valued services peers could agree
on a higher amount of tokens. The enhanced functionality described is especially
wise for P2P business applications, as there is no central instance which users
could contact in case of fraud (as there is in eBay).

In order to make fraud limitation effective for both the service requestor and
provider, TbAS has to be adapted so that both transaction partners must spend
tokens for a transaction. Both, the requestor when the service was received and
the provider when he received the payment, must spend tokens. Otherwise, only
service requestors could be excluded from the system.

It is apparent that this charging scheme also requires a fast payment scheme.
Should the payment require e.g. several days to arrive at the service provider (as
in eBay), the P2P business application is a lot less attractive.

4.2 Tokens as Micropayment

Concept: When using tokens as Micropayments such as eCash [21], each token
symbolizes a specific amount of money. Users use tokens to pay for receiving
services.

Discussion: In comparison to existing Micropayment schemes tokens are not
anonymous but can be modified to be (see Sect. 3.1 and Fig. 1 (a)). When
using tokens as Micropayment protection against forgery and double spending
is highly important. In the TbAS the forging of tokens is still possible under
certain circumstances. However, it is highly unlikely (see [5]). Further, without
a central bank it is not trivial problem to solve whom users should pay in order
to receive the tokens necessary for requesting services. A central bank to host
the user’s accounts and provide the token aggregation functionality would solve
this issue. However, this compromises the P2P paradigm.

A solution without a central bank would require the cooperation of several
banks with the (manufacturer of the) P2P system. A user would pay money
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to a participating bank which would in return create a certificate that entitles
the user to the receive an amount of tokens. The peer (user) would present this
certificate to a trusted peer for token aggregation in order to receive the tokens.
It is important that the TbAS ensures that certificates are redeemed only once.
The peer’s account holders can save this information or a callback function with
the banks is possible.

An advantage of using tokens as a micropayment scheme is that peers could
exchange foreign tokens received against new own tokens by using token aggre-
gation instead of exchanging them at the bank. This reduces transaction cost.

4.3 Tokens as Bills of Exchange

Concept: Tokens can also be used as a bill of exchange. A bill of exchange is a
written order in which one person pays another person a specific sum on a specific
date. It can be enforced easily without being subjected to defenses. In the past,
the bill of exchange was a very important instrument for trading. Today, it used
primarily in international trade. A token is worth the amount of money stated
in it. Further information required for a bill of exchange (date of issue, drawee,
recipient, due date) must be contained in the token.
Discussion: This concept is similar to the first alternative (Sect. 4.1), however
the legal consequences here are much more strict. Therefore, this concept has
higher requirements on the peers’ signatures, because they have the potential of
being accepted internationally.

As an extended concept, a token used as a bill of exchange could be transferred
by endorsement to another peer. The old recipient would add the new recipient
under the token and sign it. However, now double usage of the token must be
avoided (the old recipient could still claim the money from the drawee if he keeps
a copy of the token). Therefore, the drawee must be informed about a transfer.
If he is not available, the drawee’s account holder set must store the information.

Tokens as bill of exchange also offer the opportunity for peers to charge up
the mutually "drawn" tokens.

Tokens as bill of exchange could be handled similarly as tokens used as re-
ceipts, because each peer needs to get as many tokens as he requires for the
services he requests (Sect. 4.1).

When applying this alternative there is the danger of fraud by the transaction
partner who has to deliver second (as explained in Sect. 4.1). Therefore, it is
more secure to use several tokens in transactions if the service can be delivered
in parts. To simplify the status quo of mutual debts, tokens with fixed amounts
of money are preferable. Further, the control mechanisms presented in Sect. 4.1
should be applied also here.

5 Assessment

In order to evaluate if a charging scheme can be applied in practice, the two
most crucial criteria are scalability and security. We will assess and compare the
three alternatives based on these two criteria.
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5.1 Security

The security of a charging scheme is measured by its ability to prevent double
spending and token forgery. The main mechanism used to avoid double spending
is the account holder set. As this increases in size, the system becomes more
reliable. The reliability depends on the probability distribution of the life time
of the peers. We modeled the reliability using Marov Chains with a life time
distribution derived in [27]. For an availability of the account holder set of 99%
a set size of k = 6 is required.

In order to avoid forgery we require a signature with the system’s private
key that can only be created by a quorum using threshold cryptography. We
assume the employed threshold cryptography scheme [25] to be secure. Further,
we require a least one honest peer in the quorum in order to avoid forgery. In
[5] it has been shown that the probability for a quorum consisting of only bad
peers (p(T, t, pg)) can be calculated using:

p(T, t, pg) =

⎛
⎝T (1 − pg)

t

⎞
⎠

⎛
⎝T

t

⎞
⎠

T =Total number of trusted peers

t =quorum size

pg =percentage of good trusted peers

Tokens as Receipts. This alternative has the least security requirements com-
pared to the other two alternatives. It is sufficient, if a defrauding peer must
assume that double spending will be detected. Therefore, the account holder set
can be kept small. An account holder set size k = 6 was selected for the traffic
analysis. In order to calculate the quorum size, we assumed pg = 67% and re-
quire p(T, t, pg) = 0.1% which results in t = 7 for T > 100. If the total number
of trusted peers is below 100 the required quorum size is below 7.

Tokens as Micropayment. Here, strong peer IDs to enable enforceability of sale
agreements is required. Further, this scheme requires very tight security against
forgery and double spending as this is equipollent to creating money. Assuming
that 50% of the peers are bad and a probability of 0.01% for at least one good
peer in the quorum, a quorum size t = 14 is required. To prevent double spending,
the account holder set size also needs to be increased to k = 16.

In order to make forging the initial tokens created from a bank certificate
impossible, these can contain information of this certificate, which can also be
held by the account holders. For any tokens created hereafter, the other security
mechanisms must be sufficient.

Tokens as Bills of Exchange. In this alternative, the transfer by endorsement is
the most critical part because different scenarios for cheating exist here. First,
receiver B transfers a token to receiver C. Then B agrees with the drawee A to
be paid 50% of the amount of the token. A would save 50% and B gains another
50% and C would not be able to collect the money from A. As time stamps can
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be easily forged, it is hard to decide which happened first, the token transfer or
the payment of A to B. In order to prevent such fraud, the account holder set
must always note the actual holder of a token and each clearing of a token to
remove it from its list. Accordingly, it is important that the account holder set is
available and therefore its size needs to be increased to 16 as calculated above.

As token aggregation is primarily used for the limitation of fraud as in the
"tokens as receipts" alternative, the quorum size is similarly configured. In order
for an effective limitation of fraud in this scheme, it is required that the service
provider sends an own token to the service requestor. These tokens are not
allowed to be transferred as they are not bills of exchange.

5.2 Scalability

In [5] the scalability of the TbAS was evaluated using measurements of our pro-
totype based on JXTA [28], simulations and a worst case scenario analysis. It
has been shown that the traffic overhead which TbAS introduces into a P2P file
sharing system, where one token is exchanged for 1 MByte file size, is approx-
imately one percent. The overhead traffic for the three charging alternatives is
analysed by using the worst case analysis, considering the different required con-
figurations of the TbAS. In order to compare the overhead of a charging scheme
based on simple receipts without tokens, this alternative was also evaluated as
shown in Fig. 3 (b).

Tokens as Receipts. We have evaluated the scalability of charging based on
receipts with extended mechanisms in order to limit the possibilities of fraud
(see Sect.4.1). We have assumed that peers exchange received foreign tokens in
batches. The number of messages generated per transaction can be determined
using M(k) = 2s + 4k where k is the size of the account holder set and s is the
amount of tokens used for the transaction. The number of messages generated
by a token aggregation process can be calculated using M(k, t, b) = ns

b (1 +
2k b

s + 2k + 2t), where t is the quorum size, n is the number of transactions that
are considered by the aggregation, b is the batch size of aggregated tokens. In
comparison to a file sharing scenario, double the amount of token aggregation
processes will have to be executed, because both, the requestor and receiver use
tokens in these transactions and have to aggregate them. We have assumed a
quorum size of 7 and an account holder set size of 8. (see last section). The
resulting traffic for a batch size of b = 20 is depicted in Fig. 3 (b).

Tokens as Micropayment. When using tokens as Micropayment, the traffic cre-
ated by the TbAS is comparable to the traffic generated when tokens are used as
an incentive in a file sharing scenario (see [5]). However, the system parameters
have to be adjusted according to the security requirements (see last section).
Accordingly, for the results presented in Fig. 3 (b) a quorum size of 14 and an
account holder set of 16 was assumed.

Tokens as Bills of Exchange. The traffic overhead of this alternative is similar
to the file sharing scenario of [5], however, the possibility of token transfer by
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endorsement has to be considered. By paying for a service with a token which
the requestor received as bill of exchange, means that message sizes are larger
but with fewer token aggregations. The effect of this coherence is shown in
Fig. 3 (a), where w is the average number of transfers by endorsement.
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6 Conclusions

In most P2P systems today, some mechanisms which are required for business ap-
plications are still missing. These are crucial for effective accounting and charging
functionality. In this paper, three alternatives for charging based on our Token-
based Accounting Scheme [5] were presented. In general, the use of tokens has
its advantages compared to using simple receipts. Especially, the number of to-
kens available to a peer can be limited. This can be used either as mechanism
to resolve market failure or as a mechanism for limiting fraud possibilities, as
the number of transactions which a peer may execute can be limited. In a P2P
environment, this is especially important as the transaction partners are widely
anonymous and therefore mechanisms which build trust are required. Therefore,
identity management plays an important role as it is required in order to be able
to identify defrauding peers clearly.

The additional functionality and control results in the generation of higher
traffic overhead. As Fig. 3 (b) shows, in comparison to simple receipts without
tokens, the overhead traffic generated increases by a factor 3 for token-based
receipts, by a factor 5 for token-based Micropayments, and by a factor 8 for
tokens as bills of exchange. In comparison to simple receipts without tokens,
the additional traffic of approximately 26 kbyte for token-based receipts, 54
for token-based Micropayment, and 92 kbyte for tokens as bills of exchange
was created. This traffic includes all transaction related traffic, but without key
management. This is a worst case analysis based on measurements carried out
with the JXTA based implementation of the TbAS.
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The advantage of charging based on Micropayments or bills of exchange is
the possibility for peers to charge up mutual debts and by doing so to save
on banking fees. Further, especially when using tokens as Micropayment, peers
receive their payment immediately. This means that customers can retrieve the
requested service immediately and do not have to wait for a bank confirmation.

Security aspects become very important in P2P systems as soon as it involves
real money. Therefore, it is questionable if users of banks would accept a Micro-
payment scheme which relies on a decentralized mechanism without a trusted
third party. The presented charging scheme using tokens as micropayments can
be considered secure, apart from the aggregation of foreign tokens for new own
tokens, because after aggregation a new token cannot be traced back to the
certificate signed by a bank.
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Abstract. Currently, peer-to-peer (P2P) networks suffer from users that do not 
contribute any kind of resources to the P2P community. Those users, which are 
called freeriders, benefit largely from contributions of other users but reduce the 
system performance for contributing users. This paper proposes an incentive 
scheme for P2P networks that motivates users to collaborate within the system. 
The solution that we propose has an impact on the topology formation of a  
P2P network. Using our market-managed topology formation algorithm 
(IUTopForm) for P2P networks, contributing users will be clustered within 
clubs that are different to clubs of freeriders. The differentiation is possible 
because of a reputation system, which considers users’ past contributions. The 
effect of this approach is that service requests of freeriders will take longer to 
be answered (if at all) than service requests of resource-contributing users. We 
illustrate this effect through measurements with our P2P network simulator. We 
also show that clubs are only interconnected if the difference in their reputation 
values is not large. The comparison with Bagla and Kapalia’s approach, which 
inspired our work, shows that the IUTopForm approach improves the overall 
utility of the system. The utility function and the topology formation algorithm 
are described in detail within this paper.  

Keywords: Incentive Scheme, Pricing, Peer-to-Peer Networks, Simulation, 
Market-Management, Trust, Reputation, Economics, Utility Function. 

1   Introduction 

Although there have always been applications that used the peer-to-peer (P2P) 
paradigm (e.g. USENET [22] and FidoNet [12]) from the beginning of the network era, 
this technology has received much more attention during the last 5 years. On the one 
hand, this was caused by widespread availability of network computers and decreasing 
bandwidth costs. On the other hand, “killer applications” like Napster, Kazaa, and 
Gnutella were developed, which allow file sharing in a very simple way. However, 
P2P networks suffer from two issues. First, in order to stop illegal file sharing, the 
music industry injects faked files into the network. Second, and even more severe, 
many P2P network users do not provide any resources to the P2P network. These so-
called freerides benefit highly from contributions of other users. Consequently, 
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resource-contributing/cooperating users suffer in such a network from reduced 
performance. 

In order to solve this problem, an incentive scheme has to be integrated into P2P 
networks. An incentive scheme provides benefits to those users who contribute 
resources (may it be content or hardware) to the network and reduces the performance 
of users who do not contribute. A few existing approaches on incentive schemes have 
been proposed during the last years. The one that we consider in this paper are from 
Asvanund, Bagla, Kapadia, Krishnan, Smith, &Telang [5], Walsh & Sirer [23], Yang, 
Chen, Zhao, Dai, & Zhang [26], Cohen [8], and Feldman, Papadimitriou, Chuang, & 
Stoica [10]. While the first four describe implementations of incentive schemes, the 
last analyzes the importance of incentive schemes for the success of P2P networks. 

Our approach, the market-managed topology formation algorithm (IUTopForm) is 
based on a new utility function, which considers the amount of shared content of a 
user, the distance to another user, the similarity in taste with another user, and the other 
user’s reputation. Since we especially focus on P2P file sharing networks, the content 
that the utility function considers are files. Note, any future reference to a P2P network 
will be in the context of a file sharing application. The topology formation algorithm, 
which we present in this paper, achieves significant performance improvements for 
P2P networks through a combination of different approaches. These approaches are: 

• The definition of datasets to find similar interests 
• A use of a reputation system 
• The definition of a utility function for users 
• The definition of a utility function for clusters (clubs) 

The remainder of the paper is organized as follows. Section 2 gives an overview 
about the problems that P2P file sharing networks faced in the past. The architecture of 
version 0.6 of the Gnutella network, the version that our simulation is based on, is 
described in Section 3. An overview about previous research on incentive systems for 
P2P systems is given in Section 4. Our topology formation algorithm is described in 
Section 5 and Section 6. Finally, we conclude by presenting our measurement results in 
Section 7. 

2   File Sharing of Music Files and Countermeasures 

Napster was first released in the fall of 1999 and became increasingly popular during 
2000, introducing millions of users to P2P file sharing, more specifically, to sharing of 
digital music files in MP3 format. Napster’s architecture was not purely distributed, 
since the search for files was performed on a central server. Therefore, in July 2001, 
the service could easily be shut down by a judge's order after the music industry 
successfully sued Napster for copyright infringement [16]. 

Given the success of Napster, it came as no surprise that many purely decentralized 
file sharing applications were created to provide a similar service to about 13 million 
users that Napster had during its peak. One of the earliest attempts was Gnutella, in 
March 2000. The first client was developed by Nullsoft, a small developer studio 
owned by AOL. Its development continued in several distinct projects. Nowadays, 
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there are numerous different clients interoperating by the standards defined by the 
Gnutella Developer Forum (GDF) [23]. The original Gnutella protocol is nowadays 
referred to as Gnutella version 0.4 and is rather outdated, although it was a technical 
revolution at its time. Changes and extensions, which are incorporated in all major 
clients, will soon be standardized as Gnutella version 0.6 by the GDF [13]. However, 
scalability issues with the 0.4 protocol hindered a success similar to Napster’s. 

The FastTrack network and its most popular client Kazaa did not have these 
technical problems. The FastTrack protocol is fully decentralized and allows for 
swarming, i.e. downloading different parts of the same file from several hosts to 
increase throughput through parallelization.  

Recently there has been a significant decline in users on the FastTrack network [17]. 
This is attributed to several factors. Firstly, the lack of innovations in the P2P clients, 
the protocol, and the bundled adware and spyware that has plagued users of the official 
clients, has driven the more tech-savvy users to alternative networks like Gnutella and 
eDonkey. Secondly, the lawsuits by the music industry have specifically targeted 
Kazaa hosts sharing over 1000 files, causing users to reduce the amount of shared 
content or to completely desert the network. Last, but not least, the music industry's 
tactic to introduce bogus files into the network, sometimes described as “polluting the 
pool”, has had success in spoiling the file sharing experience. These files are offered by 
hosts under the control of firms like Overpeer, which specialize in anti-piracy 
solutions. The files contain either looped parts of the advertised song/movie or plain 
noise. Because of a design flaw in the FastTrack protocol, only parts of a file are 
hashed, allowing malicious nodes to advertise bogus files with the same hash as the 
respective original file. Because the clients download segments of a file from multiple 
sources, only one source has to be malicious to corrupt the downloaded file. Another 
problem is the increased efficiency of these firms in mimicking the appearance and 
behavior of “normal” file sharers 1.  

It can be expected that the arms race between the P2P developers and the content 
distributors will continue in the near future. The latest releases of Gnutella and 
eDonkey clients block certain IP-ranges containing malicious nodes. As a next step, 
copyright holders might release modified versions of open-source clients that interfere 
with normal network operation. A possible answer for the Gnutella vendors would be 
to only accept connections to trusted clients, i.e. clients with a high reputation value. 

3   The Gnutella Protocol 

For this work, the Gnutella protocol has been chosen, since it is widely used and 
researched. It has been developed in an open-source process, making information about 
it easily available. Nevertheless, the algorithm that has been developed within this 

                                                           
1  In the beginning, it was rather simple to identify malicious users and bogus files. User names 

were generated by a simple scheme (commonly used words concatenated by a two digit 
number) and the file names contained phrases like “no loops” or “real version”. The host that 
offered the bogus file always had broadband connections. Now, all these give-away-clues 
have been eliminated. 



64 T. Idris and J. Altmann 

work could be applied to any other P2P network using the Ultrapeer paradigm and 
relying on flooding for resource discovery (e.g. the FastTrack protocol). 

The stable version of the Gnutella protocol is version 0.4, but this version is no 
longer in use in its pure, original form, since it has been shown that it does not scale up 
to bigger network sizes [19]. Due to the open nature of the protocol, with several 
independent clients using it, there is no strict standard adhered to by everybody. 
However, the basic features defined in the specifications for version 0.6 are widely 
adopted and will be followed in this work. 

3.1   Basic Architecture of the Gnutella Network 

The Gnutella network, often referred to as the GNet, is fully decentralized, i.e. there are 
no central servers. There are two types of nodes in the GNet, Ultrapeers and Leafs (see 
section 2.3 of the protocol definition in [18]). A Leaf is connected to several Ultrapeers 
(usually three) and does not have connections to other Leafs (Fig. 1). An Ultrapeer is a 
reliable, powerful node that handles most of the routing, so that the majority of nodes 
(Leafs) is not overwhelmed by the overhead of network organization. The number of 
Leafs that an Ultrapeer is connected to depends on the user’s choice and the specific 
client used, and usually lies between 30 and 300 Leafs. Ultrapeers also maintain 
connections to several (usually five) other Ultrapeers (Fig. 1). 

Ultrapeers use the Query Routing Protocol (QRP) to route requests for files. A file 
request is only forwarded to a Leaf that has been determined to be able to answer the 
file request. The QRP is based on hashing filenames of shared files, accumulating the 
hashes in a table (QRP table) and storing the tables at the Ultrapeer [20]. Therefore, an 
Ultrapeer can be seen as an indexing server for the connected leafs. 

Fig. 1. The two types of nodes in the GNet are Ultrapeers and Leafs 

The election of Ultrapeers is self-organized (see section 3.7 of the specifications 
[18]). There are several requirements that a node has to fulfill to be considered capable 
of becoming an Ultrapeer. The requirements state that it must not be located behind a 
firewall, have sufficient resources (CPU, RAM, and bandwidth), and a high uptime. An 
Ultrapeer-capable node can become an Ultrapeer, if there is a need for more 
Ultrapeers, i.e. there are only a few Ultrapeers with open connection slots. 

3.2   Finding an Entry Point into the Network 

To connect to the GNet, a node must know the IP address of at least one other 
connected node. This is done by accessing node addresses stored during a previous 

 

Ultrapeer Leaf
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successful run or by referring to a GWebCache. This is a script, which is located on a 
Web server and stores node addresses and URLs of other GWebCaches. If there are no 
node IP addresses and no working GWebCaches known to a node, it will not be able to 
make a connection to the Gnet (see sections 2.1 (Bootstrapping) and 3.2 (The Web 
Caching System) [18]). 

3.3   Querying the Network 

As described in section 2.7 [18], a node sends Query packets to connected nodes to 
find out who offers files with filenames containing certain search terms in the GNet. A 
Query packet contains a 16-byte long Global Unique Identifier (GUID), a Time-To-
Live (TTL), and a hops value. Before a node forwards a Query packet, the TTL is 
decremented and the hops are incremented. If the TTL becomes zero, the Query will be 
dropped. Otherwise, it will be sent to the connected Ultrapeers and to the connected 
Leafs if the QRP demands it. A Query is never forwarded to the node that sent it. If a 
Query with the same search term and the same GUID has already been received, the 
duplicate is dropped. Normal values for the TTL are three or four, because this seems 
to be a good compromise between coverage and generation of network load. 

If a Query is received by a node and the search terms match one or more files, a 
QueryHit is generated. The QueryHit contains the issuing node’s IP address, matching 
filenames, the same GUID as the Query, a TTL that is one higher than the number of 
hops the Query took to reach the answering node and a hops value of initially zero. A 
QueryHit is treated similar to a Query, with the difference that it is only forwarded 
along the way the associated Query came. For this purpose, each node keeps a routing 
table, containing information about received Queries. Once a querying node receives a 
valid answer, it will negotiate the file transfer directly with the responding node 
determined by the IP address in the QueryHit packet. 

4   Existing Incentive Schemes for P2P Networks 

The goal of incentive schemes is two-fold: Firstly, the sharing of files should be 
encouraged; secondly, traffic costs are supposed to be reduced. We describe three of 
these schemes in this section. However, only the scheme that is the basis for our 
scheme is explained in more detail. 

4.1   Credence P2P Network 

Walsh & Sirer developed an incentive scheme for their P2P network in order to exclude 
malicious users [23]. The incentive scheme is based on a voting system. If a node needs 
to make a decision whether it can trust another node, it requests votes about the other 
node from the network. Based on the returned votes, the weighted average of votes is 
calculated. The weights are set according to experiences from earlier requests. This 
algorithm is based on a reputation system. It does not consider any kind of topology.  

4.2   Maze P2P Network 

Yang, Chen, Zhao, Dai, & Zhang developed a P2P file sharing application (called 
Maze) with a centralized search engine [26]. One of Maze’ main characteristics is its 
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evolving incentive scheme. It is based on a set of incentive policies that are driven by 
user feedback from forums. Users get points awarded for uploading files and get points 
subtracted for downloads. 

In detail, a new node gets 4096 points on its account P initially. Each Mbyte 
uploaded results in 1.5 points. The cost of a download is tiered, depending on the byte 
volume: 1 point per Mbyte within the first 100 Mbyte; 0.7 points per Mbyte between 
100 and 400 Mbyte; 0.4 points per Mbyte between 400 and 800 Mbyte; 0.1 points for 
each Mbyte thereafter. Users with an account of less than 512 points get at most a 
bandwidth capacity of 300Kb/s. Otherwise, each request is ordered according to the 
value T = requestTime – 3 log (P). Requests with a top ranking get more resources. 
However, this has not been specified in the paper. 

Besides, it has to be noted that the success of this scheme is influenced by the fact 
that users with a high value on their account get positive recognition (i.e. prestige, 
respect) within the online forum. The shortcoming of this incentive scheme is that it 
does not evaluate node/user behavior (e.g. offering mislabeled or corrupt files), it 
simply measures all file transfers. 

4.3   The Club Approach 

As introduced by Asvanund et al. [5], the club approach uses economic measures to 
create a more efficient network overlay topology for the Gnutella network. To reach 
these goals, they introduced the economic concept of a club. Clubs consist of one 
Ultrapeer and its connected Leafs and are described as “content-based, self-organizing 
communities of peers”. 

A node selects a club depending on the utility that it gets when joining the club. 
Each node tries to maximize its utility by attempting to join clubs, which would 
provide the highest utility to them. To determine the net utility that a club delivers, the 
sum of the costs incurred by each club member is subtracted from the sum of all the 
utility added by each club member. The utility and the cost term are scaled by two 
node-dependant factors. A club only accepts a node’s connection request if this will 
lead to a higher club utility. Club utility is defined as the sum of utilities of each 
connected node in this club. 

The utility that a node y provides to a node x has been defined as the similarity sim 
of the content of y to the past queries of x, multiplied by the weighted amount of 
content y shares and multiplied by the sum of the bandwidth of y and the weighted 
distance between x and y. The similarity function (sim) is based on information 
retrieval methods analyzing the filenames of the shared content. The distance and 
bandwidth are also scaled by two node-dependant factors. The distance term is a 
function that assigns high values to nodes located close-by in the underlying physical 
network topology.  

The costs that a node y imposes on a node x are defined as the similarity of the past 
queries of y to the content of x, multiplied by the amount of content shared by node x, 
multiplied by the sum of bandwidth minus the distance between x and y. The similarity 
and distance functions are the same as used in the value function. This formula assigns 
higher cost to Leaf nodes whose information needs have a high probability of being 
satisfied, have high bandwidth, and are located on a different backbone.  
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Although, as described in [5][6], this approach yields a better network performance 
for nodes sharing content than the standard Gnutella protocol in version 0.6 (and 
version 0.4), this algorithm does not generate an optimal P2P topology. The sub-
optimality is caused by the fact that no specific utility function has been defined for 
Ultrapeers. It does not specify how inter-club connections are evaluated nor made. The 
utility function itself does not differentiate between successful queries (i.e. queries that 
returned results) and unsuccessful queries (i.e. queries that did not return results). Since 
unsuccessful queries are much more likely to be reissued than successful queries, a 
club that can answer the former is more useful than one that can answer the latter. 

5   Topology Formation Algorithm: IUTopForm  

Our algorithm is based on the club approach described in the previous section. 
However, it differs significantly in five items, namely, the system for predicting future 
information demands; the reputation system; the utility function for Leaf nodes; the 
utility function for interclub connections; and the consideration of bandwidth. 

5.1   Prediction of Future Information Needs 

The first characteristic of our algorithm is that it uses two different ways to predict 
future information needs. First, the algorithm considers the unsuccessful queries issued 
by a node and compares them to the other node’s shared content. The underlying 
assumption is that a user will repeat queries that had no results, since a user’s past file 
needs that could not be fulfilled remain relevant in the future. Second, the algorithm 
predicts future informational needs by comparing a node’s shared content to the other 
node’s shared content. The underlying assumption here is that users have a certain 
“taste” in files, i.e. their future informational needs can be predicted by their past 
informational needs. For example, users that only listen to certain genres of music (e.g. 
classical music, movie soundtracks, etc) will have a certain number of identical files. 
Therefore, the users who share the same taste are more likely to answer each other’s 
queries. 

There is a limit to the needed similarity in content, though. If two users have the 
exact same set of files, they cannot satisfy each other’s informational needs. All files of 
one node are already in the other’s collection. Therefore, a target similarity that a node 
wants to achieve can be specified as well. The best value needs to be determined 
empirically in future research.  

5.2   The Reputation System 

With the recent success of P2P networks, the number of users who are selfish (e.g. 
freeriders, who adhere to the rules in a way that benefits them but hurts other users) or 
who are malicious (e.g. hackers or firms like Overpeer Inc. who intend to disrupt the 
network operations) has increased significantly. This behavior of users could be 
captured through a reputation system, like the ones described by Kung & Wu [14], 
Dutta, Goel, Govindan & Zhang [8], Aberer & Despotovic [3], Abrams, McGrew & 
Plotkin [4], and Lee & Hwang [10]. Our topology formation algorithm assumes a 
reputation system that assigns higher reputation values to cooperative (i.e. not selfish 
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and not malicious) nodes. Those nodes earn reputation points by providing services to 
other nodes. How reputation is gained, where it is stored, and how it is verified is 
transparent to the topology formation algorithm introduced here. A node’s reputation is 
an element of the utility function and is therefore taken into account for each utility 
calculation. Trustworthy nodes will more likely encounter other trustworthy nodes in a 
club they are part of than untrustworthy nodes. This also leads to the aggregation of 
untrustworthy nodes in their own clubs, minimizing their negative impact on the 
network. 

5.3   Utility Function for Leaf Nodes 

Our algorithm uses the following utility functions for making decisions about joining 
or leaving a club: 

LeafUx(club) =  y  club U(x, y)                                                                           (1) 

+ a1 k connected to club InterclubU(club, k) 

U(x, y) = a2 |files(y)| (1 - |sim(files(x), files(y)) - target|)                                 (2) 
+ a3 sim(unsucessfulQueries(x), files(y)) 
+ a4 distance(x, y) 
+ a5 reputation(y) 

The formulas (1) and (2) state that the evaluating Leaf x calculates the utility it gains 
from all nodes y, which are members of the club, and the utility it gains through the 
interclub connections. The variables a1 to a5 are weights that determine the relative 
importance of the different elements of the utility function. The function files(z) 
represents the content of a node z. The similarity function sim() is an information 
retrieval method as described in (Asvanund et al. [5]) and results in a value between 
zero (not similar) and one (similar). It operates on two sets of files by comparing every 
element of the first set to every element of the second set and returns the average 
similarity value. The variable target is defined (as described above) as the target 
similarity between the file collections that a node wants to achieve. The function 
InterclubU() will be described in the following paragraph. 

5.4   Utility Function for Interclub Connections 

Our topology formation algorithm considers utility function (3) to determine the utility 
that a club gains by making a connection to another club. Since the establishment of a 
connection between clubs follows the Gnutella 0.6 protocol specifications, the 
connection can only occur between Ultrapeers. Therefore, the Ultrapeer’s properties 
are the determining factors in the decision to open a connection. The so-called 
Interclub utility is defined as:  

InterclubU(c, k) = (b1 numberOfLeafs(k)                                                         (3) 
+ b2 files(k) )  
+ b3 distance(c, k) 
+ b4 reputation(k) 

The variables b1 to b4 of the utility function (3) are weights, similar to a1 to a5. The 
utility function has four elements. First, the number of connected Leafs, which is an 
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estimate for the club k’s likelihood of fulfilling club c’s informational needs. Second, 
the amount of content files(k) offered by club k, which is also an indicator for the 
likelihood of fulfilling club c’s informational needs. Third, the distance of the two 
clubs’ Ultrapeers distance(). Since the distance function is a part of the Leaf utility 
function, Leafs are likely to be close to the Ultrapeer in the underlying physical 
network structure as well. Therefore, the distance between the Ultrapeer will give a 
good estimate of the average distance between the two club’s nodes. The last and most 
important element is the club’s reputation. Since, as described above, the Leaf utility 
function leads to an aggregation of trustworthy nodes in trustworthy clubs and 
untrustworthy nodes in untrustworthy clubs, this element of the interclub utility 
function leads the evaluating club to connect to a club with the same amount of trust as 
itself.  

Summarizing the purpose of the inter-club utility function, it can be stated that the 
connected Ultrapeers will most likely be able to answer the club's queries, be close to 
the club’s nodes, leading to fast response and download times and be trustworthy. This 
should lead to a very positive overall effect on the whole network, at least for 
cooperative nodes. 

5.5   Disregarding Bandwidth 

Estimating a node’s bandwidth is inherently difficult and costly. For testing the actual 
bandwidth of a node, the link needs to be filled with traffic of some form, even if it is 
only for a short time. Therefore, most P2P applications allow the user to enter his 
connection type and use this information to estimate the available bandwidth. This, 
however, is very inaccurate and can be easily misused. Selfish users given the choice 
of setting the connection type will enter a connection type that gives them the highest 
benefit, e.g. DSL users who pay for byte volume might enter modem as the connection 
type to limit the cost for traffic. Because of these issues, our topology formation 
algorithm disregards bandwidth as a factor. It gives selfish users fewer possibilities to 
gain unfair advantages. 

6   Simulation of a GNet 

In order to investigate the performance of our algorithm compared to the original club 
algorithm, we programmed a simulation of a Gnutella network. For this, we took the 
simulator used in (Asvanund et al. [5] and Bagla & Kapadia [6]) as a reference 
implementation. It was generously provided by Ramayya Krishnan. The new version 
of the simulator, enhanced to be able to run our algorithm, is written in Java and based 
on the simulation framework J-Sim (Tyan [21]). Additionally, the open-source packet 
“Java 2D Graph” has been used for some minor calculations [7]. For logging purposes, 
log4j of the Apache Software Foundation is used [15]. 

The simulator has two parts, one for the creation of a scenario, the other for running 
the simulation of the previously created scenario. The split in two applications has the 
advantage that created scenarios can be reused and exchanged between users. It also 
allows a manual analysis and manipulation of the created scenarios. The scenario 
application creates a set of input files. The simulation application reads them in and 
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then starts a simulation run, executing the events as specified in the scenario files. Each 
simulation run is split into several rounds, as specified in the input files. A round 
consists of two phases, the evolution phase, in which Leafs and Ultrapeers make new 
connections and discard old ones, and the query phase, in which the nodes issue 
Queries for files they are interested in and return QueryHits. The simulator does not 
model file transfers, only the topology issues and querying. The reason is our 
assumption that good performance in the resource discovery indicates good 
performance in the file transfers as well. If many well-trusted locations of a file can be 
found and they respond with a low latency, then the download of that particular file 
should be reliable and fast. Therefore, after the query phase, it is assumed that all files 
for which locations have been found are being downloaded completely and added to 
the node’s file collection. Whether those files will be shared in the next round depends 
on the node’s settings. The simulation results in two datasets with statistics, one for 
each node per round and one for the whole simulation. 

6.1   Creation of Simulation Scenarios 

A simulation scenario description consists of text files describing nodes, files, events, 
and some global parameters. They are generated according to the values given as 
arguments to the scenario creation application.  

The nodes.txt file contains information about each node. The most important is 
the node ID, a global identifier, the files initially shared by the node, information 
whether the node starts as an Ultrapeer, can become an Ultrapeer during the 
simulation, and whether it is a freerider or shares files. As described in Bagla & 
Kapadia [6], a statistical analysis of Gnutella network traffic has shown that 42% of 
nodes never share files. Therefore, the 42% of all nodes are not assigned files and 
labeled freeriders in our simulation. The remaining nodes are assigned a certain 
number of files depending on a long right tail distribution with an average of 270 files. 
This is modeled by a Weibull distribution with a shape factor of 0.576. The nature of 
this function leads to the situation that a node can start with zero files without being a 
freerider. In this case, the node will share any files that it acquires after a query phase. 
The file nodes.txt also contains the TTL that the node’s Queries have and a set of 
coordinates. These coordinates determine the node’s position on the network grid, 
which simulates the underlying physical network structure. The number of club and 
interclub connections a node can keep open is also specified here. Another important 
factor is the initial reputation, which is a random number equal to or smaller than the 
number of files shared. In addition to this, the file nodes.txt contains a list of file 
ID numbers. In the simulator, the similarity between two files is defined in terms of the 
distance of their ID numbers. Two files with IDs 15 and 16 are very similar, 2 files 
with IDs 15 and 1600 are not similar. Also, a number of file seeds is chosen, which is 
normally distributed with a mean of three. The file seeds represent the interest of users 
for a file type (e.g. type of music). Then, the file IDs are drawn according to a normal 
distribution around the file seed IDs, until the targeted number of shared files has been 
reached. 

The files.txt file describes the content files existing in the modeled Gnutella 
network. Each content file has a file ID and a size. The maximum number of existing 
files is defined by a constant, which is a factor that is multiplied by the number of 
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existing nodes. The factor is set to 80 files per node. If a higher number is chosen, the 
average similarity between two sets of files will be lower, because the IDs of files that 
two nodes own are randomly chosen from a greater range and the similarity depends 
on the distance of the file IDs. 

The events.txt file describes the events that will be sent to nodes in the 
network. There are two types of events, Evolutions and Queries. An Evolution event 
causes a node to renegotiate its connections. A Query event specifies the time within 
the simulation when it is issued and the file ID that the issuing node is looking for. 
Which file IDs are queried depends on the files a node has. All queried file IDs are 
normally distributed around IDs the node already owns. If the node shares no files, a 
random existing file ID is chosen as a file interest and the queried IDs are normally 
distributed around this file ID. The number of queried files follows a long right tail 
distribution with a mean of 13, as found in the analysis in Bagla & Kapadia. This is 
also modeled by a Weibull distribution with a shape factor of 0.576.  

The topology.txt file contains the initial topology when the simulation starts. 
The file is empty in this version of the simulator, because the simulation starts with an 
evolution phase. It is nevertheless possible to manually specify a topology, which 
would be honored by the simulator. 

The globals.txt file is used for global system variables, such as finish time and 
network grid size. Network grid size describes the size of the simulated physical 
network. Another variable defines how many Ultrapeers are allowed in the system. For 
our simulations, the value is set to 110%, allowing 10% more Ultrapeers than 
necessary. This way, all Leafs have the chance to use the maximum number of 
Ultrapeer connections. This leeway also allows for some competition between 
Ultrapeers. Ultrapeers who are attractive to nodes will be able to fill their open Leaf 
connection slots, whereas Ultrapeers who are not attractive will not find Leafs to fill 
their slots. The attractiveness of an Ultrapeer is determined by its Leaf and interclub 
connections.  

6.2   Running the Simulator 

The simulator allows specifying the utility model and whether or not to allow 
Ultrapeer Status Transitions. The utility model can be either CMU (Bagla & Kapadia 
[6], Asvanund et al.[5]) or IU. The switch Ultrapeer Status Transitions determines 
whether eligible Leafs can become Ultrapeers and vice versa, if the network needs 
more Leafs (i.e. there are Leafs who cannot find a club to join) or Ultrapeers (i.e. there 
are Ultrapeers who cannot find Leafs to join their club). However, a node will only 
change from or into an Ultrapeer if it could not establish these connections for two 
rounds. 

6.3   The Evolution Phase of the Simulation 

In the evolution phase, the nodes renegotiate the network topology. Every connection 
negotiation uses a three-way handshake as shown in Fig. 2. Each node will attempt to 
connect to a certain number of Ultrapeers per round, three if the node is a Leaf and five 
if it is an Ultrapeer. These numbers have been chosen according to the GNet 
specification.  



72 T. Idris and J. Altmann 

An active node picks a random Ultrapeer to start connection negotiations. There are 
two different ways how the connection negotiations are performed. It depends on the 
type of node. If the node is an Ultrapeer, it will first send a Connection Request to 
another Ultrapeer. If the contacted Ultrapeer has a free connection slot for another 
Ultrapeer, it will send an Invitation Message to the Ultrapeer in question, otherwise it 
will only send an Invitation Message if the replacement of the weakest connected 
Ultrapeer results in an increased sum of interclub utilities. The active node receiving 
the Invitation Message, decides in the same way to send or not to send a Confirmation 
Message. When a Confirmation Message is sent, the sending Ultrapeer will add the 
receiving Ultrapeer to its list of connected Ultrapeers and the receiving Ultrapeer will 
add the sending Ultrapeer to its list of connected Ultrapeers. If there are no free 
Ultrapeer slots, a Connection Close Message will be sent to the weakest connected 
Ultrapeer. In general, if the situation has changed, a Connection Close Message can be 
sent anytime during the protocol. 

Fig. 2. The connection negotiation uses a 3-way handshake 

If the active node is a Leaf, it will send a Connection Request to the Ultrapeer. If the 
contacted Ultrapeer has a free connection slot for a Leaf, it will return an Invitation 
Message. Otherwise, it will only send an Invitation Message if replacing the weakest 
connected Leaf results in a higher club utility. This means that all possible club 
configurations including the new Leaf and excluding one of the connected Leafs have 
to be evaluated (i.e. calculating the club utility). The Leaf receiving the invitation will 
send a Confirmation Message if the utility it would gain from this club is higher than 
the lowest utility of connected clubs or if it has a free connection slot. Otherwise, it 
will send a Connection Close Message to the Ultrapeer. If it accepts, it adds the 
Ultrapeer to the list of connected Ultrapeers, possibly closing the connection to a 
weaker club. Once an Ultrapeer has been added, it sends a list of its shared files to the 
Ultrapeer, so that the information can be used in subsequent connection negotiations. 
This list is also needed to simulate the Query Routing Protocol of the Gnutella 0.6 
protocol. 

6.4   The Query Phase of the Simulation 

After the topology for the round has been negotiated during the evolution phase, the 
nodes will send Querys as specified in the Simulation Scenario. The querying process 
is handled as defined by the Gnutella protocol. Additionally, a reputation system is 
modeled in a simplified way. Nodes earn one reputation point by forwarding a query 
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hit and lose five reputation points by generating them. It is assumed that a mechanism 
exists to prevent cheating. Therefore, all simulated nodes act completely honest. The 
information about issued and forwarded queries and query hits is stored and used to 
calculate the metrics at the end of the simulation. 

7   Analysis of the Simulation Results 

To prove that our algorithm, IUTopForm, provides more incentives for users to 
cooperate than the original club algorithm, we compared them using the same scenario, 
with the same settings. We created a scenario with 1000 nodes, 89 of them being 
Ultrapeers, the others Leafs. In a simulated period of 100,000 time units, 5 rounds are 
completed, each starting with an evolution phase and ending with a query phase. Each 
node attempts to become member of three clubs, each club has a maximum of 31 Leafs 
and one Ultrapeer as members. Each club is connected to up to five other clubs. Query 
messages are sent with a TTL of four. The targeted similarity level between two file 
collections is set to 80 percent. 

In order to show the effectiveness (close proximity to the requested content in the 
overlay topology and a large distance to untrustworthy nodes) of our incentive scheme 
(expressed through the utility functions), we consider the distribution of reputation 
values of nodes. Since nodes earn reputation by providing services to other nodes (i.e. 
cooperating), the average reputation value is used to distinguish between cooperative 
and non-cooperative nodes. From a node’s average reputation value, it can be 
determined whether a node is cooperative or not.  

Fig. 3. Reputation distribution 

Fig. 3 shows the starting and average (final) reputation value of nodes that belong to 
five different groups. All nodes are sorted out according to their reputation value and, 
then, split into five groups. Each group represents a quintile of the entire set of nodes. 
Initially, all nodes have been given a starting reputation value, according to a long tail 
distribution. Consequently, the first three quintiles have very low reputation values. 
Only the last two quintiles can be seen as partially and, respectively, fully cooperative. 
The average (final) reputation value, which represents the reputation value of a node 
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within a quintile at the end of the simulation, changed only slightly compared to the 
initial value.  

Close Proximity of the Requested Content. To demonstrate that requested content is 
closer for cooperative nodes than for uncooperative nodes, we measure how many of 
the received query hits will be answered from nodes of the club of which the 
requesting node is a member. 

As Fig. 4 illustrates, our algorithm achieves that cooperating nodes get better 
performance than using the CMU algorithm. Fully cooperating nodes clearly get an 
improvement in response rates. They participate in clubs, which can satisfy their file 
needs. All other nodes face lower performance if our approach is applied. Those nodes 
are penalized for not cooperating sufficiently. Since cooperation is the only way to 
improve bad performance, our approach forces peers to increase cooperation or live 
with even worse response rates than in the CMU approach.   

Fig. 4. Number of positive responses from directedly connected clubs 

Fig. 5. Number of positive responses from all clubs 
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If one considers not only the connected clubs but also all clubs that a node can 
reach, a similar picture develops (Fig. 5). The weaker four quintiles receive worse 
service, receiving fewer responses to their requests. Cooperating nodes perform better 
under the IUTopForm approach, i.e. the strongest quintile of nodes benefits from our 
incentive scheme. 

Large Distance to Untrustworthy Nodes. The metric that is used to describe the 
distance of a node to another node is the reputation difference. The reputation 
difference is calculated by subtracting the average reputation value of all connected 
nodes from the node’s own reputation value and, then, taking the absolute value of the 
result. Table 1 shows the simulation results for this metric for all three types of 
connections between nodes. 

Table 1. Our algorithm homogenizes the topology's reputation distribution 

Average Reputation Difference between … IUTopForm
Approach 

CMU 
Approach 

A Leaf and its Ultrapeers 135.685 150.671 

A Ultrapeer and its Leafs 106.735 112.430 

A Ultrapeer and its connected Ultrapeers 77.081 134.471 

As listed in Table 1, this metric shows a decrease in reputation difference for all 
possible connection types: A clear 11% decrease between a Leaf and its Ultrapeers, an 
indecisive shift of 5% within clubs, and a major decrease of 74% between Ultrapeers.  

The situation within clubs remains the same, because the original algorithm already 
took the number of shared files into account. Since this number is roughly proportional 
to the reputation in this simulation. However, the introduction of the reputation term 
into the utility function did yield significant improvements for the other interclub 
connections. 

8   Conclusion 

Within this paper, we introduced a new incentive scheme that is used for a new, 
market-managed topology formation algorithm. Our algorithm, which has been 
inspired by the approach of Asvanund et al., adds the additional dimension of 
reputation to the incentive scheme. In addition to this, our topology formation 
algorithm incorporates a new model for predicting future information demands, argues 
not to include the consideration of bandwidth, and proposes two new utility functions 
(i.e. a utility function for Leaf nodes and a utility function for interclub connections).  

The simulation results show that nodes with similar reputation value are close to 
0065ach other in the topology of the P2P network (those nodes are clustered within the 
same club). Our market-managed topology formation algorithm has had the effect that 
nodes with a high reputation value receive better service than under the algorithm of 
Asvanund et al.. This shows that our algorithm forces users either to cooperate or to 
tolerate even reduced file-sharing performance. 
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08003 Barcelona, Spain
Tel.: (+34) 93 542 29 42; Fax: (+34) 93 542 24 51

{jaume.barcelo, miquel.oliver, jorge.infante}@upf.edu

Abstract. This paper introduces a micropayment mechanism suitable
for Wireless Internet Access Providers. It is proposed that the users ob-
tain the credentials that allow them to surf the web after sending a
Premium-rated SMS, thus avoiding a direct payment relationship be-
tween the user and the WISP. Mobile users are familiar with Premium
SMS and consider them a secure and convenient payment method, be-
cause of the existing trust relationship between users and Mobile Network
Operators. A third party named SMSBroker that acts as intermediary
between the MNO and the WISP is also required in practice. The concept
has been implemented and tested in a real wireless access network.

1 Introduction

With the development of low cost hardware for wireless networking based on
IEEE 802.11b/g technology, many access points are deployed in cities around
the world and wireless access has already become an ubiquitous way to connect
to the Internet.

At present, second and third generation mobile networks offer connectivity
with well-defined authentication and authorization procedures for a large cus-
tomer base, but at lower speed and higher costs than WiFi Networks. In this
article we propose a Wireless Internet Service Provider (WISP) that takes advan-
tage of the billing relationship between a user and a Mobile Network Operator
(MNO) to charge for the offered service. Our scheme is based on the use of
Premium-rated Short Message Service (PSMS).

2 Micropayment

A micropayment system has to allow the payment of small quantities (up to 1
Euro) for digital goods and services. [1] identifies the key characteristics deter-
mining the success of a micropayment schemes as trust, ease of use, pervasiveness
and transaction speed.
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Many Internet-based micropayment solutions exist and [2] provides an exten-
sible way to embed in a web page all the information necessary to initiate a
micropayment (amounts and currencies, payment systems, etc).

Although this solution will allow content providers to charge for their Internet
digital goods, it might not not be the best solution when the service to be sold
is the Internet access, since an Internet-based micropayment requires an already
working Internet connection to succeed.

The mechanism that we have adopted in our solution involves the sending of
a premium rate (overpriced) SMS by the customer. Premium rate SMS (PSMS)
payments started appearing in 2001 and have since then become a norm for
spontaneous payments in conjunction with TV and Radio broadcasts. Recently
they have been incorporated as an additional marketing channel that permits
user interaction and instantaneous feedback.

The success of phone-based payments is based on the following factors:

– No additional registration required for the user: any mobile phone owner with
access to a telecom network with premium services could make payments
through this medium. Users already have trusted billing relationship with
their MNO, either using a prepayment card or a monthly bill.

– Ease of use, the user needs only to send an SMS.
– Pervasive. Almost everyone has a mobile phone handy and is familiar with

the sending of SMS.
– The transaction speed, usually between one an two seconds, is perceived as

fast by human users.

The main drawback of SMS-micropayments is the high transaction cost. If a
customer pays about 1 Euro for a good or service, the merchant receives less than
the half of it. This price overhead makes this solution useful only for occasional or
impulse users. Other market segments, including frequent intensive users might
be charged using different payment schemes, such as a flat monthly bill.

3 Money and Message Flow

Fig. 1 introduces the actors involved in our proposal. The first actor is the
user and needs both a GSM/UMTS terminal and a WiFi enabled terminal. The
second element is the Mobile Network Operator (MNO) that owns the Radio
Access Network and a Core Network.

The SMSBroker acts as a gateway between the MNO network and the In-
ternet. Actually it is connected to all the MNO operating in the country, thus
making it possible to send and receive messages from any user. The SMSBroker
has a SMSGateway that parses SMS coming from the MNO interfaces and re-
sends them as HTTP requests to the Access Server of the WISP. The WISP has
deployed a number of Access Points that form the Access Network, separated
from the Internet by a dynamic firewall known as Access Server.

Fig. 1 also shows how the money is divided between the actors. The values have
been taken from the Spanish case and might differ in other countries. However,
they can be used as a reference for the European market.
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PSMSs have fixed prices:0.15, 0.30, 0.60 and 0.90 Euro. Conversations with
local WISP lead us to the conclusion that they were willing to offer 20 minutes
of Internet access for 0.40 Euro. This means that the final user has to be charged
0.90 Euro, since less than 50% of the PSMS price reaches the WISP.

The user pays 0.90 Euro by sending a PSMS. This amount of money plus
VAT (16% in our country) is going to be charged to the user’s prepaid card or
in a monthly bill. The MNO retains about 0.30 Euro and pays the rest to the
SMSBroker which in turn pays about 0.40 to the WISP.

INTERNET

ACCESS
NETWORK

GSM/UMTS
CORE NETWORK

ACCESS
SERVER

SMS

BASE 
STATION

ACCESS
POINT

GATEWAY

WISP

SMS BROKER
MOBILE NETWORK

OPERATOR

USER

0.60eur

0.40eur

0.90eur

0.15eur

TAXES

Fig. 1. Actors involved in a SMS-Enabled Internet access and the money flow among
them

The purpose of the next figure (Fig. 2) is to clarify the message interchange
between the different entities that finally grants user access to the Internet.

Message labeled one (1) in the figure is the initial PSMS that the user sends.
The MNO forwards it to the SMSGateway. The SMSGateway generates a HTTP
request including the user’s mobile phone number (Mobile Subscriber Integrated
Services Digital Network number, MSISDN) as a parameter.

A servlet in the Access Server receives the HTTP request. It stores the
MSISDN – or an MD5 hash of the MSISDN if privacy is a concern – together
with a randomly generated 4-digit numerical password. A welcome message and
the password are sent as an answer to the HTTP request.

This answer is labeled as two (2) in the figure and reaches the SMSGateway
that converts it into an SMS and sends it to the user through the MNO.

Now the user has the password and turns on a laptop that gets networking
configuration using DHCP [3] and opens a browser. A form appears on the screen
asking for credentials and the user fills it in using the mobile’s phone number
and the received password. This is labeled as three (3).
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After the authentication and authorization procedure, the user is allowed to
browse the web for 20 minutes, labeled as four (4).

INTERNET
GSM/UMTS

CORE NETWORK

2
1

ACCESS
NETWORK

3

4

SMS

GW

SERVER
ACCESS

Fig. 2. Messages interchanged to grant Internet access to the user

The user does not need to install any special software, since the configuration
and authentication process is performed using well known protocols such as
DHCP and HTTPS.

4 PSMS and SMSBroker

Premium rate SMS is offered by many MNO in Europe. The operator has
a monthly billing relationship with millions of users. A merchant can purchase
a phone number from the operator worth, for example, 0.90 Euro. Every time a
user sends an SMS to that number, 0.90 Euro will be added to that user’s phone
bill and the MNO will pass through a subset of that money to the merchant.

The merchant probably would need to obtain the same number from all MNO
operating in the country, and additionally would need direct connection to every
MNO network. This can be unaffordable for a medium or small business.

The solution to this situation is to take advantage of a third party called
SMSBroker. This actor obtains a number associated with given PSMS price
from the different MNO, the same number from all MNO. This number can be
used to offer different services from different providers, sharing the costs. In our
case, the number is 7212 and the first parameter (word) in the message has to
be upf. The number together with the first parameter identify uniquely a service
provider.

Using a SMSBroker removes the requirement of the direct connection of the
service provider with all the MNO networks. Actually, the server provider only
needs a connection to the Internet. This is because the SMSBroker connects to
the MNOs and provides a SMSGateway that converts PSMS messages in HTTP
requests that then are forwarded through the Internet.
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As explained before, the destination number of the message together with
the first parameter identifies a service provider, that is, a host name and port
number where the PSMS are going to be forwarded.

The answer to the HTTP request originated by the SMSGateway can be a text
SMS, but also a logo or a ringtone. The special code zero vertical slash (0|) have
to be attached at the beginning of any answer to indicate to the SMSGateway
that the content should be interpreted and resent as a text message.

5 Access Server

The Access Server performs mainly two tasks: Answering PSMS messages for-
warded by the SMSGateway and authenticating the users controlling the access
to the Internet. To accomplish the second task, the NoCat captive portal has
been used.

5.1 Captive Portal

When providing public Internet access, users must be securely identified when
they connect, and then allocate only the resources they are entitled to. The
built-in security features of 802.11b are designed to create a private network
with trusted clients but they aren’t well suited for public-access networks. Ac-
cording to [4] a captive portal is a router or a gateway host that will not allow
traffic to pass before the user is authenticated. It is essentially a mechanism
to prevent users from accessing network resources (usually Internet access) un-
til they have authenticated with a server. Typically a captive portal is used at
wireless hotspots. allowing the user to log in, authenticate and use the network
according their privileges. The users do not need to know a particular address
to authenticate. Whenever unauthenticated users attempt to browse, they are
transparently redirected to the authentication page. Two of the most well known
open source implementations of the captive portal concept are WifiDog [5] and
NoCat [6] [7]. The first one is a fully embeddable solution that can run on the
Access Point. The second is written in Perl and needs two Linux servers to run:
NoCatGateway and NoCatAuth

In our approach, the NoCat captive portal have been modified to host the
desired functionality of allowing Internet access only to those users that send a
PSMS message to pay for the service.

The NoCatAuth is implemented as CGIs running on the Apache web server
and is in charge of the following tasks:

– Presents the user with a network login prompt via an SSL-protected Web
page.

– Verifies user credentials.
– Securely notifies the wireless gateway of the user’s status, and authorizes

further access.
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On the NoCatGateway side, the software

– Manages local connections.
– Sets bandwidth-throttling and firewall rules modifying the Linux iptables.
– Times out old logins after a user specified time limit.

The system was designed to preserve trust. The gateways and end users only
need to trust the Auth system, which is secured with a registered SSL certifi-
cate. Passwords are never given to the wireless gateway (thus protecting the
users from any malicious node owners), and gateway rules are modified only by
a cryptographically-signed message from the Auth system, protecting the gate-
way from users or upstream sites trying to spoof the Auth system. To make
this possible, the Auth Server’s public PGP has to be distributed among the
gateways.

The Connection Process. The connection process involves several phases
that are detailed in Fig. 3:

1. Redirect. The users in the WISP coverage area are immediately issued a
DHCP lease.All access beyond contacting the Auth service is denied by de-
fault. When users try to browse the Web, they are immediately redirected
to the gateway service, which then redirects them to the Auth system’s SSL
login page (after appending a random token and some other information to
the URL line).

2. Connect Back. Once the user has logged in correctly, the Auth system then
prepares an authorization message, signs it with PGP, and sends it back to
the wireless gateway. The gateway has a copy of the Auth service’s public
PGP key, and can verify the authenticity of the message. Since part of the
data included in the response is the random token that the gateway orig-
inally issued to the client, it’s very difficult to fake out the gateway with
a replay attack. The digital signature prevents the possibility of other ma-
chines posing as the Auth service and sending bogus messages to the wireless
gateway.

3. Pass Through. After message verification, the NoCatGateway modifies its
firewall rules to grant further access, and redirects the users back to the site
they were originally trying to browse to.

To keep the connection open, a small window is opened on the client side
(via JavaScript) that refreshes the login page every few minutes. Once the user
moves out of range or closes the renewal pop-up window, the connection is reset
and requires another manual login.

Authorization Sources. NoCatAuth admits several authentication sources,
including password files, Radius, MySQL database and the flexible Pluggable Au-
thentication Modules (PAM). We decided that the database method was the most
convenient for our purposes because it allowed the inclusion of time-management
information and could be easily accessed both by NoCat and by the servlet that
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Fig. 3. Connection process for the NoCat captive portal

attended the messages sent by the users. We used the database scheme included
in NoCat as a starting point.

The most relevant table is called member and stores the user information.
It contains the following fields: url, description, created, modified, status, login,
pass and name. The most important are login and password, that contain the
credentials that a user has to present for identification.

5.2 Modifications to the Original NoCat

In order to implement the time-management information to control that the user
receives 20 minutes of Internet access for each PSMS sent, the NoCat software
and database scheme required some modifications. Two more fields were added
to the member table mentioned above.

Changes to the Database. One field called MinutesLeft, that stores the credit
(in minutes) of each user was included. When sending a PSMS, the user gets
20 minutes credit, and can increase this credit in 20 more minutes by sending
another PSMS.

Another new field pass clear contains the password in clear text and it is used
to remember the password to the users whenever they send a PSMS to increase
their credit. This passwords consist on four-digits numbers. It is obvious that
these are not strong passwords, but convenience prevailed over security. It more
important that these passwords are easy to remember and type. Therefore a
design decision was made to make them similar to the Personal Identification
Numbers (PIN) already used in mobile phones.

A table called history was added to the database. A user that exhausts the
credit is deleted from the member table and all the information related to that
user is moved to the history table. Finally, another table was included to store
all the PSMS received together with the sender’s number.

Renewal Window. NoCat requires that every user maintains the session (and
thus the firewall) open by means of a renewal window (See Fig. 4). This is actu-
ally a browser window opened using JavaScript at login time that contains a form
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with the user information and refreshes automatically periodically, notifying the
gateway that the user is still active.

The renewal period was chosen to be 60 seconds, and the event is used to
decrease in 1 the credit in minutes of the user. The renewal window is used to
inform the user of the credit left, using a JavaScript counter that shows minutes
and seconds. The same window provides information to the user about how to
increase the credit, basically by means of sending another PSMS.

Every minute the information of the pop-up window is updated. After sending
a PSMS to increase the credit, the database is updated immediately, but the user
has to wait until the seconds counter of the pop-up window reaches the value zero
and the renewal actually happens to see the updated credit in the pop-up. This
is because HTTP is a client initiated protocol, and therefore the server has to
wait until the client initiates the transaction to provide the updated information.

To sum up, every renewal implies reading the value in the field MinutesLeft,
subtracting one to that value and re-sending the updated value to the user’s
pop-up window.

The user can actively close the session by clicking on the logout button of the
pop-up window. At this moment a bye-bye message remembering the password
is presented to the user, that will retain the minutes left for the next session.

Conversely, the user can close the browser window, leave the coverage area
or turn off the computer without actually logging out. In this case, the gateway
detects that the renewal has not occurred and closes the session for that user.
As before, the user retains the minutes left for the next session.

When renewal occurs and the field MinutesLeft reaches the zero value, the
pop-up window does not contain the counter any more, but a message informing
that the connection is being closed. At this time the user is removed from the
member table in the database and included in the history table. A minute later,
the firewall is actually closed for that user.

5.3 Processing Requests

The PSMS are received by the Access Server in the form of HTTP GET messages
at the host and port specified at the SMSGateway. The SMSGateway can be
configured to provide some information in addition to the actual the content of
the PSMS, such as date, time, MSISDN and MNO identifier. In our case, the
user’s mobile number was required.

Listening at port 8080 in the Access Server’s Internet interface there is an
Apache Tomcat 5.5 running to attend the HTTP requests. The Web Application
takes the form of a servlet that checks if the request contains the keyword wifi.
If so, it takes the sender’s MSISDN and compares it to the field login of the
existing entries in the table member described above.

If the user is not yet in the database, the servlet generates the four-digit
password, creates a new entry in the member table with that user information,
and answers the user with a welcome message and the password.

If the user already exists, it adds 20 to the MinutesLeft field that contains
the credit. The answer to the requests informs the user that the credit has been
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successfully updated and sends the password as a reminder. This answer is sent
to the SMSGateway that converts it into the answer of the original PSMS sent
by the user.

The users will probably remember the passwords or otherwise save the answer
SMS containing the password for later use. If not, they will have to send another
PSMS to receive the password again, and increase their credit in 20 minutes as
a side-effect.

All messages received at the Access Server are stored in the database for
accounting purposes.

6 The User Experience

This section describes, step by step, the user perception of the service. He or she
arrives at the WISP coverage area and turns a computer that receives DHCP
configuration. The Access Server is set as the default gateway. The user types
any URL and the DNS request is resolved transparently. The HTTP request is
intercepted and redirected by the captive portal. What the user can actually see
in the browser is a login form. It consists on a logo identifying the service, a
login and password fields and the terms of use.

The user is informed that is required to send a PSMS to number 7212 with the
keywords upf and wifi, and how much is going to be charged for that message.
The user sends the message and immediately receives the welcome message and
the four-digit password.

Following the instructions, the user introduces the mobile phone number as a
login and the password. After clicking on the login button, a message informing
about the success of the authentication is presented for 5 seconds. After that, the
user is redirected to the originally requested URL. The renew window pops-up,
showing the credit in the form of a count-down counter (Fig. 4).

Now the user can surf the Net as long as the pop-up window is kept open.
When the user does not need Internet access anymore, the logout button can
be clicked to close the connection and save the remaining credit for another
occasion (Fig. 5). If the Internet is needed again, the login and password have
to be reintroduced in the login form.

The connection is closed also in the case that the pop-up window can not be
refreshed. Possible causes are lack of wireless network coverage or the user closing
the window or turning the computer off. As in the previous case, the session is
closed and new session has to be opened if the user wants to surf again.

At any moment, normally when the credit is about to expire (the countdown
timer approaching to zero), the user can send another message exactly equal to
the first one to increase the credit in 20 minutes. In this case the answer says
that the credit has been successfully increased and contains the password as a
reminder. After some seconds (between 1 and 60) the pop-up window updates
to show the increased credit.
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6.1 Deployment of the Service in a Multiple WISP Access Network

The service has been deployed in an Wireless Open Access Network (OAN) [8] [9]
[10], that is an access network shared by different providers. It was not feasible
to create a large wireless access network only to test the new service, but it was
easy to integrate the new service into existing infrastructure of the OAN. The
coverage includes the University campus distributed in five different locations
across the city, and is going to grow and merge with a municipal wireless access
network and other universities.

A user connecting to the OAN and trying to browse is offered a list with
all the different providers, nine in our OAN deployment. Some of this are well-
established services with more than one thousand registered users. Other
providers are research-oriented or under development and have only a few reg-
istered users. This is the case of the SMSMicropayment service. Since the OAN
is supported by the University, it can be used only for academic and research
purposes. Therefore, only a small group of selected volunteers where invited to
test the service.

Fig. 4. The pop-up window to
keep the connection open. A
count-down timer indicates the
credit.

Fig. 5. Bye-bye window that
appears after clicking the logout
button

6.2 The Test

The test was run from December 1st to December 20th. Seven of the invited
testers actually participated sending a total of 30 PSMS with the key words
UPF WIFI to the number 7212. Each of this messages had a cost of 0.30 Euro
(plus VAT), much lower than 0.90 planned in the business case. The reason of
using a lower fare is that it was only a test and only the MNO expenses had to
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be covered. Seven volunteers opened a total of 54 Internet-access sessions during
their tests. The results obtained by laptop users where positive, however PDA
users were not able to benefit from the service because the PDA browser did
not open the renewal pop-up window. The result was that the Internet session
closed every minute and the user had to re-introduce the telephone number and
password every time.

The test was performed at the university premises using the university OAN.
Therefore the test had to be necessarily bounded and limited, to avoid rais-
ing suspicion on someone obtaining economic profit exploiting the University
facilities.

7 Future Work

7.1 Combining Payment Methods

It is simple to extend the presented PSMS-Micropayment approach to include
other payment methods. Being the wireless access network a metropolitan net-
work with coverage inside cafes and in terraces, the cafe owner could buy a large
number of usernames and passwords to the WISP at a reasonable price.

Then this usernames and passwords would be delivered to the cafe customers
together with their drinks. The customers might choose to enjoy their Wireless
Internet Access immediately or save it to use it later in any other coverage area.
The customer that finishes the 20 minutes received with the drink and wants to
keep browsing can either order another drink or send a PSMS to increase the
credit.

Another possibility would consist in selling prepayment scratch-cards at kiosks
with a considerably larger credit and lower price per minute.

Once the user is on-line, after making the first micropayment, subsequent
browsing-time extensions purchases could be done using a myriad of Internet-
based payment methods (e.g. paypal) that are much more flexible and do not
have the economical overhead associated to PSMS.

The recent apparition of new PSMS worth 1,20 Euro offers a new alternative
for users that plan to use the net longer than 20 minutes. Probably the WISP
would be able to provide 40 to 60 minutes of Internet browsing to the user and
still obtain a profit.

7.2 A PDA-Friendly Captive Portal

Most of nomadic users that are potential clients for public wireless Internet access
use Personal Digital Assistant (PDA) with small screen and limited web browser.
The NoCat captive portal requires that the browser opens a pop-up renewal
window, something that is not in the capabilities of many PDAs. Therefore, one
of the most urgent lines of work is the substitution or modification of NoCat to
make the system PDA-friendly.
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8 Conclusions

This paper describes PSMS-based micropayments and why they are convenient
to charge the users for Wireless Internet Access. A model that involves the
Mobile Network Operator and the SMSBroker, in addition to the user and the
WISP, is offered as a solution. The cash flow between the actors and the message
interchange that allow the user to connect to the Internet are analyzed and
exemplified.

An open source captive portal have been modified to obtain a Wireless Ac-
cess Server with the desired functionality. Then, the overall proposal has been
implemented and a WISP have been deployed in a real Wireless Access Network
to test the solution, and has been positively validated by users.
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Fig. 1. User Authentication 
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Fig. 2. User Authorisation Request Fig. 3. User Authentication Request 

Fig. 4. Authentication Success Message 

96 L. Green and L. Maknavicius 



Secure Billing for Ubiquitous Service Delivery 97 



98 L. Green and L. Maknavicius 



Secure Billing for Ubiquitous Service Delivery 99 



100 L. Green and L. Maknavicius 



Secure Billing for Ubiquitous Service Delivery 101 



Author Index

Altmann, Jörn 61
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